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Abstract

A new scheme is presented for imposing periodic boundary conditions on
unit cells with arbitrary source distributions. We restrict our attention here
to the Poisson, modified Helmholtz, Stokes and modified Stokes equations.
The approach extends to the oscillatory equations of mathematical physics,
including the Helmholtz and Maxwell equations, but we will address these
in a companion paper, since the nature of the problem is somewhat different
and includes the consideration of quasiperiodic boundary conditions and res-
onances. Unlike lattice sum-based methods, the scheme is insensitive to the
unit cell’s aspect ratio and is easily coupled to adaptive fast multipole meth-
ods (FMMs). Our analysis relies on classical “plane-wave” representations
of the fundamental solution, and yields an explicit low-rank representation
of the field due to all image sources beyond the first layer of neighboring
unit cells. When the aspect ratio of the unit cell is large, our scheme can
be coupled with the nonuniform fast Fourier transform (NUFFT) to accel-
erate the evaluation of the induced field. Its performance is illustrated with
several numerical examples.
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equation, Stokes equations, modified Stokes equations

1. Introduction

Applications in electrostatics, magnetostatics, fluid mechanics, and elas-
ticity often involve sources contained in a unit cell C, centered at the origin,
on which are imposed periodic boundary conditions. In two dimensions,
such a unit cell is defined by two fundamental translation vectors ê1 and
ê2. In the doubly periodic setting, we assume (without loss of generalilty)
that ‖ê1‖ ≥ ‖ê2‖ and that, by a suitable rotation, ê1 is aligned with the
x-axis and ê2 lies in the upper half space (see Figure 1). That is, we let
C =

{
x1ê1 + x2ê2 ∈ R2| x1, x2 ∈ [−1

2 ,
1
2 ]
}

, where ê1 = 〈d, 0〉, ê2 = 〈ξ, η〉,
with d, η > 0 and d ≥

√
ξ2 + η2. In the singly periodic setting, we assume

that the periodic direction is aligned with the x-axis, but can no longer as-
sume that ‖ê1‖ ≥ ‖ê2‖. Without loss of generality, however, we can assume
that the unit cell is rectangular (Figure 1) and of dimension d× η. Letting
t = (x, y) and letting u(t) denote a scalar quantity of interest, by doubly
periodic boundary conditions we mean that u(t) must satisfy:

u(t + ê1) = u(t),

u(t + ê2) = u(t).
(1)

By singly periodic boundary conditions we mean that u(t) must satisfy:

u(t + ê1) = u(t), (2)

and a standard outgoing/decay condition in the y-direction.
For the moment, let us assume that the governing partial differential

equation (PDE) is

∆u(t)− β2u(t) =

NS∑
j=1

qjδ(t− sj), (3)

with β real and non-negative. Here, t, sj are points lying within the unit cell
C. We refer to (3) as the modified Helmholtz equation when β > 0. When
β = 0, of course, we obtain the Poisson equation. In two dimensions, the
free-space Green’s functions for these equations are well-known and given
by [35, 41]

G(t, s) =
1

2π
K0(β‖t− s‖), G(t, s) =

1

2π
log(1/‖t− s‖),
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Figure 1: In the doubly periodic case (left), the unit cell is a parallelogram which tiles
the entire plane. By convention, we assume that the lattice is oriented so that the longer
cell dimension is aligned with the x-axis: ‖ê1‖ ≥ ‖ê2‖. In the singly periodic case (right),
we assume the periodic direction is aligned with the x-axis. The unit cell may still be a
parallelogram, but we can always define a corresponding rectangular unit cell, indicated by
thick blue lines. In this case, we cannot assume that the long cell dimension is aligned with
the x-axis. Periodic boundary conditions are imposed through the method of images: that
is, by including the influence of the translated sources in every image cell on the targets
in the fundamental unit cell.

respectively, where K0 denotes the zeroth order modified Bessel function of
the second kind [38].

Thus, in free space, the solution to (3) at targets t1, . . . , tNT is given by

u(f)(ti) =

NS∑
j=1

G(ti, sj) qj , i = 1, . . . , NT . (4)

where G(t, s) is the relevant free-space Green’s function. It is well-known
that algorithms such as the fast multipole method (FMM) [10, 23, 24, 47]
reduce the computational cost of evaluating (4) from O(NS ·NT ) to O(NS +
NT ), with the prefactor depending logarithmically on the desired precision.

Since the problem at hand is classical, there are many approaches now
available for imposing periodicity. Three common approaches are: direct
discretization of the governing PDE including boundary conditions to yield
a large sparse linear system of equations, spectral methods which solve (3)
using Fourier analysis, and the method of images, based on tiling the plane
with copies of the unit cell and computing the formal solution:

u(ti) =

NS∑
j=1

K(p)(ti, sj)qj , (5)
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where

K(p)(t, s) =
∑

(m,n)∈Z2

G(t, s + lmn)

denotes the periodic Green’s function. Here, Z2 = {(m,n)|m,n ∈ Z} is
the set of integer lattice points in the plane and lmn = mê1 + nê2. It is
straightforward to verify that this formal solution satisfies the PDE and
the boundary conditions. For the modified Helmholtz equation, the series
defining K(p)(t, s) is convergent and requires no further discussion. For the
Poisson equation, the series is conditionally convergent but straightforward
to interpret if the net charge

∑NS
j=1 qj = 0.

Without entering into a detailed review of the literature, we note that the
spectral approach is standard in solid-state physics and quantum mechanics
and attributed to Ewald [18] and Bloch [8] (with earlier work in the mathe-
matics literature by Floquet, Hill and others). We focus here on the method
of images, using (5), which is more common in acoustics, electromagnetics,
and fluid dynamics and dates back to Lord Rayleigh [40].

Definition 1. In the doubly periodic case, we decompose the two-dimensional
integer lattice Z2 into Λnear = {(m,n)|m ∈ {−m0, . . . ,m0}, n ∈ {−1, 0, 1}}
and Λfar = Z2 − Λnear. m0 = 1 is sufficient for rectangular unit cells. In
order to allow for parallelograms with arbitrarily small angles (ξ � η), it is
sufficient to set m0 = 3. The region covered by the unit cell C and its nearest
images, indexed by Λnear, will be referred to as the near field and denoted by
N . The region covered by the remaining image cells, indexed by Λfar, will
be referred to as the far field and denoted by F . For consistency in notation,

in the singly periodic case, we define Λ
(1)
near = {(m, 0)|m ∈ {−1, 0, 1}} and

Λ
(1)
far = {(m, 0)|m ∈ Z} − Λ

(1)
near.

Definition 2. In the two-dimensional case, we define the aspect ratio of the
fundamental unit cell by A = d/η. Since we have chosen to orient the longer
lattice vector ê1 with the x-axis, A ≥ 1. The problem is computationally
more involved when A is large. In the one-dimensional case, we define the
aspect ratio by A = max(1, η/d) As we shall see below, it is again when A
is large that the computation is most difficult. (See Figure 1.)

It is useful to express the singly or doubly periodic Green’s function in
the form:

K(p)(t, s) = Knear(t, s) + Kfar(t, s),
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where

Knear(t, s) =
∑

(m,n)∈Λnear

G(t, s + lmn)

Kfar(t, s) =
∑

(m,n)∈Λfar

G(t, s + lmn)
(6)

Because the sources in Kfar(t, s) are distant, it is possible to express their
contributions within the unit cell as a series

Kfar(t, s) =
∞∑

l=−∞
SlIl(λ‖t− s‖)eilθt,s (7)

with θt,s = arg(t− s), where Il denotes the modified Bessel function of the
first kind [38] and Sl denotes the lattice sum

Sl =
∑

(m,n)∈Λfar

Kl(λ|lmn|)eilφmn , (8)

with φnm = arg(lmn). (This is a straightforward application of the Graf
addition theorem [38, §10.23].) The reason for omitting the nearest image
cells from Kfar(t, s) is that the convergence behavior of the series expan-
sion in (7) is controlled by the distance of the nearest source from the disk
centered at the origin and enclosing the unit cell (see Figure 2). The more
images included in the near field, the faster the convergence rate of the local
expansion.

When the unit cell is square or has an aspect ratio near to one, this
yields an optimal scheme and is widely used in periodic versions of the fast
multipole method [7, 23, 33]. Of particular note is [45] which extends a
three-dimensional version of the kernel-independent FMM library [33] to
permit the imposition of periodicity on the unit cube in one, two or three
directions. (See [7, 12, 13, 17, 27, 30, 34, 37, 39] for further discussion and
references, largely in the context of the Poisson, Helmholtz and Maxwell
equations.) Unfortunately, lattice sum-based approaches are less efficient
when the unit cell has high aspect ratio, as illustrated for a doubly periodic
problem in Figure 2. The difficulty is that every source assigned to the
far field must be in the exterior of the smallest disk enclosing the unit cell
in order to ensure convergence of the local expansion. This may require
redefining Λfar to exclude a large number of image cells, redefining Λnear to
include those image cells, and a major modification of the underlying fast
algorithm.
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Figure 2: Two fundamental unit cells C in the doubly periodic case. On the left, the
indicated 7 × 3 grid of neighbors define the near region N when the parameter m0 = 3.
On the right, when m0 = 1, the near region corresponds to the 3 × 3 grid of neighbors,
which is sufficient for rectangular lattices. We also plot the centers of the nearest image
cells outside N . Note that if the field due to distant images is represented in the unit
cell by a Taylor series, the convergence behavior is controlled by the distance from the
smallest disk covering the unit cell C to the nearest such image, which must lie outside the
disk. For the geometry on the left, all image sources outside N satisfy this constraint and
the Taylor series converges. For high aspect ratio cells, illustrated on the right, several of
the images lie within the disk, and a region much larger than N must be excluded for the
corresponding Taylor series to be convergent.

Remark 1. In the FMM, lattice sums are not used for the evaluation of
Kfar(t, s) for each source and target. Instead, given a multipole expansion
for the unit cell, one constructs a single local expansion of the form

∞∑
l=−∞

αlIl(λ‖t‖)eilθt

that captures the field due to all sources in the far field F within the unit
cell. This is a slight modification of Rayleigh’s original method [40]. The co-
efficients αl are determined from the multipole coefficients through a formula
which involves the lattice sums Sl (see above references).

Recently, two new approaches were developed that carry out a free space
calculation of the form (4) over sources in Λnear and correct for the lack of
periodicity using an integral representation [2, 3] or a representation in terms
of discrete auxiliary Green’s functions [6, 31, 44]. Both of these approaches
are effective even for high aspect ratio unit cells, but require the solution of
a possibly ill-conditioned linear system of equations in the correction step.

In this paper, we develop a new scheme to treat periodic boundary con-
ditions based on an explicit, low-rank representation for the influence of all
distant sources in the far field (those in image cells indexed by Λfar). It
avoids the lattice sum/Taylor series formalism altogether and is insensitive
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North : n ≥ 2

South : n ≤ − 2

East : m ≥ 2West : m ≤ − 2
-1,0,1n =-1,0,1n =

Figure 3: The tiling of the plane in the far region (for doubly periodic problems with
m0 = 1) can be decomposed into four parts. The fundamental unit cell is indicated by C
and the near field by N . All other copies of the unit cell lie to the “south” (blue, with
n ≤ −2), the “north” (red, with n ≥ 2), the “west” (magenta, with n = −1, 0, 1 and
m < −1) or the “east” (black, with n = −1, 0, 1 and m > 1).

to the aspect ratio of the unit cell. It was motivated by, and makes use
of, the fast algorithms for lattice sums and elliptic functions developed in
[13, 17, 27, 34] and the fast translation operators used in modern versions
of the FMM [11, 24, 26].

The essence of the approach is easily illustrated in the doubly periodic
setting (Figure 3), where the tiling of the far field is divided into four sub-
regions.

Remark 2. To fix notation, we will denote by t = (x, y) or tl = (xl, yl) the
coordinates of a target point where we seek to evaluate the field. We will
denote by s = (x′, y′) or sj = (x′j , y

′
j) the coordinates of a source point.

Claim 1. Consider the field induced by all sources lying in image cells with
centers lying to the “south”: {(m,n) ∈ Z2|m ∈ Z, n ≤ −2} (Figure 3).
Then, for any target t ∈ C,

u(t) =

NS∑
j=1

( ∞∑
m=−∞

−2∑
n=−∞

G(t, sj + lm,n)

)
qj

=

∞∑
m=−∞

cm e−
√

(2πm/d)2+β2ye2πimx/d ,

(9)
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where

cm =
π

d

(
e−2
√

(2πm/d)2+β2ηe−4πimξ/d

1− e−
√

(2πm/d)2+β2ηe−2πimξ/d

)
NS∑
j=1

qj
e
√

(2πm/d)2+β2y′j e−2πimx′j/d√
(2πm/d)2 + β2

.

We postpone the derivation of this formula to Section 3, but let us
briefly examine its consequences. First, the behavior of the series is not
controlled by a radius of convergence, as it is for methods based on lat-
tice sums and Taylor series. Second, the series converges exponentially fast.
Since |y|, |yj | ≤ η

2 , it is easy to see that the mth term of the series de-

cays faster than e−2πmη/d. Clearly, approximately 6A terms yields double
precision accuracy, where A = d/η is the aspect ratio of the unit cell. Com-
puting the moments cm requires O(NS A) work. Subsequent evaluation at
NT target points again requires O(NT A) work. In short, this is an effi-
cient low-rank, separable representation of the potential due to a subset
of the image sources, the rank of which grows at most linearly with A.
When A is sufficiently large, we will show how to use the non-uniform FFT
(NUFFT) [4, 14, 15, 22, 29] to obtain an algorithm whose cost is of the order
O(log(1/ε)(A logA+ (NS +NT ) log(1/ε))).

Below, we complete and generalize the representation (9), permitting
the imposition of periodic boundary conditions in one or two directions for
a variety of non-oscillatory PDEs in the plane. We will denote by

Kfar
2 (t, s) =

∑
(m,n)∈Λfar

G(t, s + lmn) (10)

the far-field kernel for doubly periodic problems. In the singly periodic case,
we denote the corresponding far-field kernel by

Kfar
1 (t, s) =

∑
(m,0)∈Λ

(1)
far

G(t, s + lm0) . (11)

Definition 3. Let S = {sj | j = 1, . . . , NS} and T = {tl | l = 1, . . . , NT }
denote collections of sources and targets, respectively, in the unit cell C
and let q = (q1, . . . , qNS ) denote a vector of “charge” strengths. With a
slight abuse of notation, we define the NT ×NS periodizing operators P1 =
PC1(T,S) and P2 = PC2(T,S) by

P1(l, j) = Kfar
1 (tl, sj)

and

P2(l, j) = Kfar
2 (tl, sj),

8



where the far field kernels Kfar
1 and Kfar

2 are given by (10) and (11). The
vectors

P1q, P2q

will be referred to as the periodizing potentials. We will omit the superscript
and depedence on source and target locations when it is clear from context.
We also assume that the governing PDE is clear from context.

It is worth noting that our method yields an explicit, low-rank repre-
sentation of the periodic Green’s function, without the need to solve any
auxillary linear systems. In fact, the periodizing operators P2,P1 admit
plane-wave factorizations of rank O(A) similar to the formula for the “south”
images described above, leading to simple fast algorithms for their evalua-
tion. More precisely, letting r = O(A) be the numerical rank of P2 or
P1 to precision ε, a simple, direct method requires O(r(NS + NT )) work.
When r is large, a more elaborate algorithm using the NUFFT requires only
O(log(1/ε)(r log r + (NS +NT ) log(1/ε))) work.

In Section 2, we review the mathematical and computational founda-
tions of the method. In Section 3, we discuss the modified Helmholtz case
in detail. In Section 4, we discuss the Poisson equation, where charge neu-
trality is a necessary constraint. The Stokes and modified Stokes problems
are considered in Section 5. In Section 6, we describe the full scheme includ-
ing NUFFT acceleration. We illustrate the performance of the method in
Section 7 with several numerical examples and describe future extensions of
the method in Section 8. An extension of our representation for multipole
sources is provided in Appendix B and Appendix C.

2. Mathematical preliminaries

In this section, we summarize the main mathematical tools used in de-
riving our low-rank representation. These include the Poisson summation
formula, Sommerfeld integral representations for free-space Green’s func-
tions, the nonuniform FFT, and high order accurate quadrature schemes.

2.1. The Poisson summation formula

Let f(x) : R → C be a function defined on the real line which has a
well-defined Fourier transform

f̂(k) =

∫
R
e−ikxf(x)dx, (12)
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for which the Fourier inversion theorem holds. That is,

f(x) =
1

2π

∫
R
eikxf̂(k)dk.

The Poisson summation formula (see, for example, [16]) then states that

∞∑
n=−∞

f

(
x+

2πn

h

)
=

h

2π

∞∑
m=−∞

f̂(mh)eimhx. (13)

This holds for a broad class of functions, and extends to distributions such
as the Dirac delta function. In the latter case, we have [28]

∞∑
n=−∞

δ

(
x+

2πn

h

)
=

h

2π

∞∑
m=−∞

eimhx. (14)

2.2. Plane wave representations for the modified Helmholtz equation

The Green’s function for the modified Bessel function, K0(β
√
x2 + y2),

and its higher order multipole terms have the well-known Sommerfeld inte-
gral representation [36, 34, 38]:

Kl

(
β
√
x2 + y2

)
eilφ =



il

2βl

∫ ∞
−∞

(√
λ2 + β2 − λ

)l e−√λ2+β2y√
λ2 + β2

eiλxdλ, y > 0,

(−i)l

2βl

∫ ∞
−∞

(√
λ2 + β2 + λ

)l e√λ2+β2y√
λ2 + β2

eiλxdλ, y < 0,

1

2βl

∫ ∞
−∞

(√
λ2 + β2 + λ

)l e−√λ2+β2x√
λ2 + β2

eiλydλ, x > 0,

(−1)l

2βl

∫ ∞
−∞

(√
λ2 + β2 − λ

)l e√λ2+β2x√
λ2 + β2

eiλydλ, x < 0,

(15)

for l ≥ 0.

2.2.1. Plane wave representations for the Poisson equation

The plane-wave expansion of the Green’s function for the Laplacian is
typically invoked for the complex analytic function

1

z
=

1

x+ iy
=

x− iy
x2 + y2

= −
(
∂

∂x
− i ∂

∂y

)
log(1/

√
x2 + y2) ,
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rather than log(1/
√
x2 + y2) itself. This is sufficient for our purposes, where

we assume the collection of sources in the unit cell C satisfies charge neu-
trality:

NS∑
j=1

qj = 0. (16)

In Appendix C, we will consider multipole sources as well as charge
distributions, and will make use of the representations:

1

zl
=



1

(l − 1)!

∫ ∞
0

λl−1e−λzdλ, x > 0,

(−1)l

(l − 1)!

∫ ∞
0

λl−1eλzdλ, x < 0,

(−i)l

(l − 1)!

∫ ∞
0

λl−1eiλzdλ, y > 0,

il

(l − 1)!

∫ ∞
0

λl−1e−iλzdλ, y < 0,

(17)

for l ≥ 1. These representations are useful in developing diagonal translation
operators for FMMs [11, 26] as well as for the computation of harmonic
lattice sums and elliptic functions [27]. Note that the integrals in (17) are
consistent with (15). In the case l = 1, for example, this requires taking the
limit β → 0 and using the formula [38, §10.30.2]:

lim
β→0

βK1(βr)e−iθ =
1

z
, z = reiθ. (18)

2.2.2. Generalized Gaussian quadrature for the doubly periodic case

In evaluating the integrals in (15) or (17), we will require suitable quadra-
ture rules. More generally, we would like efficient rules of the form∫ ∞

0

e−
√
λ2+β2x√

λ2 + β2
[M1(λ)eiλy +M1(−λ)e−iλy] dλ

≈
N∑
k=1

e−
√
λ2k+β2x√

λ2
k + β2

[M1(λk)e
iλky +M1(−λk)e−iλky]wk

and ∫ ∞
0

e−λzM(λ)dλ ≈
N∑
k=1

e−λkzM(λk)wk

11



for (x, y) in a bounded domain of R2. The functions M1(λ) and M(λ) here
are smooth functions of λ that depend on the source locations and strengths
and are derived from the infinite series that appear in the periodizing op-
erators. The remaining cases in (15) or (17) are treated using the same
nodes and weights. Because we have separated the near and far fields, we
will be using these rules under restrictive conditions on x, y. As we shall see
below in more detail, for the doubly periodic case we will typically invoke
the quadrature under suitable rescaling so that x ∈ [1, 7] and y ∈ [−2, 2].
Finding optimal weights and nodes for this restricted range of arguments
leads to a nonlinear optimization problem which can be solved by what is
known as generalized Gaussian quadrature [9, 32, 46].

For the modified Hemholtz equation, if β is bounded away from zero,
the integral converges and the number of nodes depends rather weakly on
β itself. We note, however, that in the limit β = 0, the modified Helmholtz
integral (for x > 0) becomes∫ ∞

0

e−λx

λ
[M1(λ)eiλy +M1(−λ)e−iλy]dλ, x > 0,

with M1(λ) = O(1/λ). Thus, significant adjustments would be required as
β → 0 to handle the near hypersingularity at the origin. In the present
context, where we seek to impose periodicity, charge neutrality is a natural
condition (see Section 4).

For the modified Helmholtz equation, special purpose quadratures have
been constructed for β in different ranges. The number of quadrature nodes
decreases as β increases. For β ∈ [10−6,+∞), x ∈ [1, 7], y ∈ [−2, 2], at
most 21 nodes have been found to yield six digits of accuracy and at most
41 nodes have been found to yield twelve digits of accuracy. When β > 22,
only 1 node is sufficient for six digits of accuracy. When β > 37, 3 nodes
are sufficient for twelve digits of accuracy. For the Poisson equation, with
x ∈ [1, 7], y ∈ [−2, 2], 18 nodes yield six digits of accuracy and 29 nodes yield
twelve digits of accuracy. We omit consideration of the modified Helmholtz
equation when β < 10−6 but charge neutrality is not satisfied, as this is a
highly ill-conditioned problem. Assuming charge neutrality, one may simply
use the quadrauture designed for the Poisson equation.

2.3. The non-uniform fast Fourier transform

For high aspect ratio unit cells, we will require the evaluation of discrete
Fourier transforms where the nodes, frequencies, or both are not uniformly
spaced. By combining the standard fast Fourier transform (FFT) with care-
ful analysis and fast interpolation techniques, these sums can be computed

12



with nearly optimal computational complexity. The resulting algorithms are
known as non-uniform fast Fourier transforms (NUFFTs). They were origi-
nally described in [14, 15]. We refer the reader to [4, 5] for recent references
and a state-of-the-art implementation.

The type-I NUFFT evaluates sums of the form

fk =
N∑
j=1

cje
ikxj , for k = −M, . . . ,M. (19)

Letting f = (f−M , . . . , fM−1, fM ) and letting c = (c1, . . . , cN ), we will write

f = Nc.

When the explicit dependence on the point locations {xj} and the number of
Fourier modes M are needed, we will denote the operator N by N({xj};M).
The operator N can be applied using O(M logM + N log(1/ε)) operations
with nearly the same performance as the standard FFT.

Given the vector f , The type-II NUFFT evaluates sums of the form

vj =
M∑

k=−M
fke
−ixjk , for j = 1, . . . , N , (20)

corresponding to the adjoint of N:

v = N∗f ,

with the same computational complexity, where v = (v1, . . . , vN ).

2.4. Legendre polynomials and barycentric interpolation

The standard Legendre polynomials can be defined by setting P0 ≡ 1
and P1(t) = t, with higher degree polynomials defined by the recurrence
formula

(l + 1)Pl+1(t) = (2l + 1)tPl(t)− lPl−1(t) .

Let −1 < t1 < · · · < tM < 1 be the roots of PM , known as the Legendre
nodes of order M .

Letting f be a function defined on [−1, 1], the degree M −1 polynomial,
pM [f ], which interpolates f at the Legendre nodes of orderM , can be written
in the form

pM [f ](t) =

∑M
i=1

σi
t−ti f(ti)∑M

i=1
σi
t−ti

, (21)

13



where

σi =
1∏

j 6=i (ti − tj)
. (22)

This is known as the second form of the barycentric formula for the inter-
polant.

As observed in [43], if f is analytic in the Bernstein ellipse with foci at
±1 and semi-major and semi-minor lengths adding up to ρ > 1, then

‖f − pM [f ]‖∞ ≤ (1 + ΛM )
2C

ρM (ρ− 1)
, (23)

where ‖·‖∞ is the maximum norm on [−1, 1], C is a constant so that |f | ≤ C
on the Bernstein ellipse, and ΛM = O(

√
M) is the Lebesgue constant for

the nodes. Thus, the interpolant is a spectrally accurate approximation of
f . See [19, 25, 42, 43] for further details.

3. Periodicity for the modified Helmholtz equation

In this section, we consider the imposition of periodic boundary condi-
tions for the two-dimensional modified Helmholtz equation with either one
or two directions of periodicity. This requires an efficient scheme for the
evaluation of the field due to all image sources in the far field (outside the
nearest neighbors of C). For simplicity, we fix m0 = 1 when considering pe-
riodicity in the the ê1 = (d, 0) direction alone and m0 = 3 when considering
periodicty in both the ê1 = (d, 0) and ê2 = (ξ, η) directions. Since the gov-
erning Green’s function is exponentially decaying, all of the infinite series in
the definition of the periodizing operators in (3) converge absolutely.

Our algorithm is based on splitting the far field kernels into two parts
for singly periodic case,

Kwest
1 (t, s) =

−2∑
m=−∞

G(t, s + (md, 0)),

Keast
1 (t, s) =

∞∑
m=2

G(t, s + (md, 0)),

(24)
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and four parts (as in Figure 3) for the doubly periodic case:

Kwest
2 (t, s) =

1∑
n=−1

−4∑
m=−∞

G(t, s + lmn),

Keast
2 (t, s) =

1∑
n=−1

∞∑
m=4

G(t, s + lmn),

Ksouth
2 (t, s) =

−2∑
n=−∞

∞∑
m=−∞

G(t, s + lmn),

Knorth
2 (t, s) =

∞∑
n=2

∞∑
m=−∞

G(t, s + lmn).

(25)

The corresponding operators will be denoted by Pwest
1 , Peast

1 , Pwest
2 ,

Peast
2 , Psouth

2 and Pnorth
2 , so that

P1 = Pwest
1 + Peast

1 ,

P2 = Pwest
2 + Peast

2 + Psouth
2 + Pnorth

2 .
(26)

Theorem 1. Let S = {sj | j = 1, . . . , NS} and T = {tl | l = 1, . . . , NT }
denote collections of sources and targets in the unit cell C and let Psouth

2

denote the NT × NS operator with Psouth
2 (l, j) = Ksouth

2 (tl, sj). Given a
precision ε, let

M =

⌈
d

2πη
log

(
1

1− e−
2πη
d

1

ε

)⌉
≈ A

2π
(log(A) + log(1/ε)). (27)

For m = −M, . . . ,M , let

αm =
2πm

d
, χm =

√
α2
m + β2, Qm = χmη − iαmξ . (28)

Let Lsouth ∈ CNT×(2M+1) and Rsouth ∈ C(2M+1)×NS be dense matrices and
let Dsouth ∈ C(2M+1)×(2M+1) be a diagonal matrix with

Lsouth(l,m) = e−χmyleiαmxl ,

Rsouth(m, j) = eχmy
′
j e−iαmx

′
j ,

Dsouth(m,m) =
1

2dχm

e−2Qm

1− e−Qm
.

(29)

Then

Psouth
2 = Lsouth Dsouth Rsouth +O(ε). (30)
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Proof. Combining (15) and (25), we obtain

Ksouth
2 (t, sj) =

−2∑
n=−∞

∞∑
m=−∞

∫ ∞
−∞

e−
√
λ2+β2(y−y′j−nη)

4π
√
λ2 + β2

eiλ(x−x′j−md−nξ)dλ

=
−2∑

n=−∞

∞∑
m=−∞

∫ ∞
−∞

e−
√
λ2+β2(y−y′j−nη)√
λ2 + β2

eiλ(x−x′j−nξ) 1

2d
δ

(
λ− 2πm

d

)
dλ

=

−2∑
n=−∞

∞∑
m=−∞

1

2d

e−χm(y−y′j−nη)

χm
eiαm(x−x′j−nξ),

(31)

where χm, αm are given by (28). The last two equalities follow from the
Poisson summation formula (14) and the Dirac delta function property. Ex-
changing the order of summation and summing the relevant geometric series
in n leads to

Ksouth
2 (t, sj) =

1

2d

∞∑
m=−∞

e−χm(y−y′j)+iαm(x−x′j)

χm

e−2Qm

1− e−Qm
(32)

where Qm is given in (28).
Truncating the sum at |m| = M yields the (2M+1) term approximation

K2,M
south(t, sj) =

1

2d

M∑
m=−M

e−χm(y−y′j)+iαm(x−x′j)

χm

e−2Qm

1− e−Qm
(33)

and the formulas in (29).
We now estimate the truncation error

Es = |K2
south(t, sj)−K2.M

south(t, sj)|. (34)

For any m ∈ Z, it is easy to verify that

χm ≥
2π|m|
d

,
∣∣∣e−χm(y−yj)−Qm

∣∣∣ =
∣∣∣e−χm(η+y−yj)

∣∣∣ ≤ 1,∣∣e−Qm∣∣ ≤ e−χmη, ∣∣1− e−Qm∣∣ ≥ 1− e−χmη.
From these bounds, it follows that

Es ≤
1

d

∞∑
m=M+1

1

χm

e−χmη

1− e−χmη
<

1

M + 1

e−
2π(M+1)η

d

1− e−
2π(M+1)η

d

∞∑
k=0

e−
2πkη
d

=
1

2π(M + 1)

e−
2π(M+1)η

d(
1− e−

2π(M+1)η
d

)(
1− e−

2πη
d

) . (35)
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with M given by (27). The estimate (30) follows, completing the proof. �

Remark 3. Theorem 1 yields a truncated version of the formula (9) with
weights c = (c−M , c−M+1, . . . , cM−1, cM ) given by

c = Dsouth Rsouthq ,

where q = (q1, . . . , qNS ) is the vector of charge strengths.

Remark 4. When β � 1, the value of M in (27) can be shown to be even
smaller, but since the cost is logarithmic in A and ε we omit this more
detailed analysis.

Remark 5. The observation that Poisson summation yields rapidly con-
verging series approximations for lines or half spaces of lattice points that
do not pass through the origin was made in [17, 34] for the purpose of
computing lattice sums.

Essentially the same analysis yields

Corollary 1. The matrix Pnorth
2 has the low-rank factorization

Pnorth
2 = Lnorth Dnorth Rnorth +O(ε)

where Dnorth = Dsouth,

Lnorth(l,m) = eχmyleiαmxl ,

Rnorth(m, j) = e−χmy
′
j e−iαmx

′
j .

(36)

Definition 4. Since the rank is precision-dependent, we say that Pnorth
2 has

an ε-rank of 2M + 1.

It remains to consider the “west” and “east” contributions.

Theorem 2. Let t, sj lie in a unit cell C and m0 = 1. Then, the kernels
Kwest

1 and Keast
1 have the integral representations

Kwest
1 (t, sj) =

∫ ∞
−∞

e−
√
λ2+β2(x−x′j)

4π
√
λ2 + β2

eiλ(y−y′j) e−2
√
λ2+β2d

1− e−
√
λ2+β2d

dλ,

Keast
1 (t, sj) =

∫ ∞
−∞

e
√
λ2+β2(x−x′j)

4π
√
λ2 + β2

eiλ(y−y′j) e−2
√
λ2+β2d

1− e−
√
λ2+β2d

dλ.

(37)
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Letting m0 = 3 with the additional assumption with d ≥
√
ξ2 + η2, the

kernels Kwest
2 and Keast

2 have the integral representations

Kwest
2 (t, sj) =

1∑
n=−1

∫ ∞
−∞

e−
√
λ2+β2(x−x′j−nξ)

4π
√
λ2 + β2

eiλ(y−y′j−nη) e−4
√
λ2+β2d

1− e−
√
λ2+β2d

dλ,

Keast
2 (t, sj) =

1∑
n=−1

∫ ∞
−∞

e
√
λ2+β2(x−x′j−nξ)

4π
√
λ2 + β2

eiλ(y−y′j−nη) e−4
√
λ2+β2d

1− e−
√
λ2+β2d

dλ.

(38)

Proof. These formulas follow directly from (15) and (24) and summation of
the geometric series in m. In the singly periodic case, excluding one nearest
neighbor from either side is sufficient to ensure the exponential decay of the
integrand in (37). In the doubly periodic case, with a parallelogram as the
unit cell, we must ensure that we are using the integral representation of the
modified Bessel function where it is valid and that the resulting integrand
decays exponentially fast. For this, we must have that x−x′−md−nξ > d
for all m ≤ −(m0+1) and |n| ≤ 1 in the “west” case, and x−x′+md−nξ > d
for all m ≥ m0 + 1 and |n| ≤ 1 in the “east” case. It is straightforward to
verify that if m0 = 3, then x− x′ −md− nξ ≥ 4d− (d + ξ)− ξ > d in the
first instance and that x − x′ + md − nξ > d in the second instance under
the stated assumption about the unit cell. �

The reader will note that there is a major difference between the east/west
representations and those for the north and south. The latter are fully dis-
crete, while for the east and west representations, we have an integral that
needs to be evaluated before we can develop a low-rank decomposition. For
this, we will make use of numerical quadrature, in order to develop a low-
rank approximation of precision ε. This provides a discrete approximation
of the Sommerfeld representation for Kwest

1 (t, sj) and Kwest
2 (t, sj) in (37)
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and (38) rewritten in the form

Kwest
1 (t, sj) = <

∫ ∞
0

e−
√
λ2+β2(x−x′j)

2π
√
λ2 + β2

eiλ(y−y′j) e−2
√
λ2+β2d

1− e−
√
λ2+β2d

dλ


≈ <

(N1
q (β,d,η)∑
n=1

wn,1(β, d, η)
e
−
√
λ2n,1+β2(x−x′j)

2π
√
λ2
n,1 + β2

eiλn,1(y−y′j) e
−2
√
λ2n,1+β2d

1− e−
√
λ2n,1+β2d

)
.

Kwest
2 (t, sj) = <

(∫ ∞
0

e−
√
λ2+β2(x−x′j)

2π
√
λ2 + β2

eiλ(y−y′j) e−4
√
λ2+β2d

1− e−
√
λ2+β2d

[e−
√
λ2+β2ξ+iλη + e

√
λ2+β2ξ−iλη + 1] dλ

)

≈ <

(N2
q (β,d,η)∑
n=1

wn,2(β, d, η)
e
−
√
λ2n,2+β2(x−x′j)

2π
√
λ2
n,2 + β2

eiλn,2(y−y′j) e
−4
√
λ2n,2+β2d

1− e−
√
λ2n,2+β2d

[e
−
√
λ2n,2+β2ξ+iλn,2η + e

√
λ2n,2+β2ξ−iλn,2η + 1]

)
.

(39)

Note that different numbers of nodes may be needed for the two cases. We
denote by N1

q and N2
q the number of nodes needed for Kwest

1 and Kwest
2 ,

respectively, with weights and nodes {wn,1, λn,1} and {wn,2, λn,2}.
In both cases, we define λ′ = λ/d so that the decaying exponential in

the integrand decays at least as fast as e−
√
λ′2+β̃2

(β̃ = β · d). In the doubly
periodic case, this leads to the consideration of the integrals in Section 2.2.2
where (x, y) ∈ [1, 7] × [−2, 2]. Generalized Gaussian quadrature can be
applied to construct numerical quadratures for a given precision ε, with
a weak dependence on β. These quadratures are valid for unit cells with
arbitrary geometric parameters and thus can be precomputed and stored
[9, 32, 46].

In the singly periodic case, x lies in [1, 3], while the range of y can
be very large when η � d, leading to highly oscillatory integrals. In this
case, the quadrature is constructed as follows. First, the interval [0,∞) is
truncated to [0, L], which can be accomplished easily due to the exponential
decay in the x variable, with L =

√
(log(1/ε))2 − β2. If log(1/ε) ≤ β, we

can set L = 0, since the whole integral is then negligible. Second, in order
to accurately capture the oscillatory behavior in the y variable, the interval
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[0, L] is further divided into subintervals [jλ0, (j+1)λ0] for j = 0, . . . , dL/λ0e,
where λ0 = 2πd/η. A shifted and scaled n point Gauss-Legendre quadrature
rule (with n = O(log(1/ε))) is then applied to discretize the integral on
each subinterval [jλ0, (j + 1)λ0] for j ≥ 1. Third, when β is very small,
a new difficulty emerges - namely that the integrand is nearly singular at
the origin. In that case, we further divide [0, λ0] into dyadic subintervals
[0, a] and [2k−1a, 2ka] for k = 1, . . . , lmax, where lmax = dlog2(λ0/β)e and
a = λ0/lmax. A shifted and scaled n point Gauss-Legendre quadrature
rule is again applied to discretize the integral on each such subinterval. To
summarize, the total number of quadrature nodes N1

q (i.e., the numerical
rank of the periodizing operator) is O

(
log(1/ε)

(
log(1/β) + log(1/ε) · dηde

))
.

In the limit β → 0, it is also possible to develop asymptotic expansions in
β, which we do not consider here.

Remark 6. The difference between the singly and doubly periodic cases
seems rather significant in terms of quadrature design. However, this dis-
tinction is somewhat artificial. The reason that the quadrature problem is
simple in the doubly periodic case is that we have the freedom to choose
which lattice vector is oriented along the x-axis. The difficult direction to
deal with is the short axis of the unit cell and, by our convention, this
makes the north/south periodizing kernels more oscillatory which are al-
ready discrete. Thus, the number of terms in the plane-wave expansion for
the north/south parts will grow linearly with respect to the aspect ratio d

η
but without the need for quadrature design.

To summarize, the numerical rank of the periodizing operators may grow
linearly with respect to the aspect ratio for both singly and doubly periodic
problems. When the rank r is large, the NUFFT can be used to reduce
the computational cost from O(r(NT +NS)) to O(log(1/ε)(r log r + (NT +
NS) log(1/ε))) with ε the prescribed precision.

Theorem 3. Let S = {sj | j = 1, . . . , NS} and T = {tl | l = 1, . . . , NT } de-
note collections of sources and targets in the unit cell C and let Pwest

1 ,Pwest
2

denote the NT×NS operators with Pwest
1 (l, j) = Kwest

1 (tl, sj) and Pwest
2 (l, j) =

Kwest
2 (tl, sj). Given a precision ε, let N1

q (β, d, η), N2
q (β, d, η) denote the

number of points needed in the numerical quadrature for Kwest
1 (t, s) and

Kwest
2 (t, s), with weights and nodes {wn,1, λn,1} {wn,2, λn,2}, respectively.

Let Lwest1 ∈ CNT×N1
q , Lwest2 ∈ CNT×N2

q , Rwest
1 ∈ CN1

q×NS , Rwest
2 ∈ CN2

q×NS

be dense matrices and let D
e/w
1 , Dwest

2 be diagonal matrices of dimension

20



N1
q and N2

q , respectively, with

Lwest1 (l, n) = e
−
√
λ2n,1+β2xleiλn,1yl ,

Lwest2 (l, n) = e
−
√
λ2n,2+β2xleiλn,2yl ,

Rwest
1 (n, j) = e

√
λ2n,1+β2x′j e−iλn,1y

′
j ,

Rwest
2 (n, j) = e

√
λ2n,2+β2x′j e−iλn,2y

′
j ,

D
e/w
1 (n, n) =

1

2π

wn,1√
λ2
n,1 + β2

e
−2
√
λ2n,1+β2d

1− e−
√
λ2n,1+β2d

,

Dwest
2 (n, n) =

wn,2√
λ2
n,2 + β2

e
−4
√
λ2n,2+β2d

1− e−
√
λ2n,2+β2d

· [e
−
√
λ2n,2+β2ξ+iλn,2η + e

√
λ2n,2+β2ξ−iλn,2η + 1]

2π
.

(40)

Let

Pwest
1 = Lwest1 D

e/w
1 Rwest

1 ,

Pwest
2 = Lwest2 Dwest

2 Rwest
2 .

Then the real parts of the vectors

Pwest
1 q, Pwest

2 q

denote the contributions from the west sources to the corresponding periodiz-
ing potentials.

Corollary 2. The matrices Peast
1 and Peast

2 have the low-rank factorizations

Peast
1 = Least1 D

e/w
1 Reast

1 +O(ε)

Peast
2 = Least2 Deast

2 Reast
2 +O(ε)

where Deast
2 = Dwest

2 ,

Least1 (l, n) = e

√
λ2n,1+β2xleiλn,1yl ,

Least2 (l, n) = e

√
λ2n,2+β2xleiλn,2yl ,

Reast
1 (n, j) = e

−
√
λ2n,1+β2x′j e−iλn,1y

′
j ,

Reast
2 (n, j) = e

−
√
λ2n,2+β2x′j e−iλn,2y

′
j .

(41)
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4. Periodizing operators for the Poisson equation

In this section, we derive formulas for Pwest
1 , Peast

1 , Pwest
2 , Peast

2 , Psouth
2

and Pnorth
2 in the limit β → 0, allowing us to impose periodic boundary

conditions for the Poisson equation using the same formalism

P1 = Pwest
1 + Peast

1 ,

P2 = Pwest
2 + Peast

2 + Psouth
2 + Pnorth

2 .
(42)

As noted earlier, we require charge neutrality for the periodic problem
to be well-posed. Moreover, as is well-known, the potential is only unique
up to an arbitrary constant.

Theorem 4. Let S = {sj | j = 1, . . . , NS}, q = (q1, . . . , qNS ), and T =
{tl | l = 1, . . . , NT } denote collections of source locations, charge strengths
and targets in the unit cell C with

∑NS
j=1 qj = 0. Given a precision ε, let

M =

⌈
d

2πη
log

(
1

1− e−
2πη
d

1

ε

)⌉
≈ A

2π
(log(A) + log(1/ε)). (43)

For m = −M. . . . ,M , let

αm =
2πm

d
, Qm = αmη − iαmξ . (44)

Let Lsouth ∈ CNT×(2M+1) and Rsouth ∈ C(2M+1)×NS be dense matrices and
let Dsouth ∈ C(2M+1)×(2M+1) be a diagonal matrix with

Lsouth(l,m) = e−|αm|yleiαmxl for m 6= 0,

Lsouth(l, 0) = yl,

Rsouth(m, j) = e|αm|y
′
j e−iαmx

′
j for m 6= 0,

Rsouth(0, j) = y′j ,

Dsouth(m,m) =
1

4π|m|
e−2Qm

1− e−Qm
for m 6= 0

Dsouth(0, 0) = − 1

2dη
.

(45)

Then

Psouth
2 = Lsouth Dsouth Rsouth +O(ε).
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Proof. For all modes m 6= 0, this result follows directly from taking the limit
β → 0 in the corresponding term for the modified Helmholtz equation. For
m = 0, the relevant contribution to Ksouth

2 (t, sj) in (32) is

1

2d

1

β

e−2βη

1− e−βη
e−β(y−y′j).

Letting usouth denote the field due to all sources in the “south” image cells
and summing over all sources yields

usouth(t) =
1

2d

1

β

NS∑
j=1

e−2βη

1− e−βη
e−β(y−y′j)qj . (46)

Differentiating both sides of (46) with respect to y, we have

∂usouth(x, y)

∂y
= − 1

2d

e−2βη

1− e−βη
NS∑
j=1

e−β(y−y′j)qj . (47)

Taylor expansion of the various terms yields:

∂usouth(x, y)

∂y
= − 1

2d

1−O(β)

βη +O(β2)
e−βy

NS∑
j=1

qj + β

NS∑
j=1

qjy
′
j


Taking the limit β → 0 and using charge neutrality (16), we obtain

lim
β→0

∂usouth(x, y)

∂y
= − 1

2dη

NS∑
j=1

yjqj . (48)

Hence, usouth(x, y) is given by

lim
β→0

usouth(x, y) = − 1

2dη

NS∑
j=1

yjqj

 y (49)

up to an arbitrary constant, completing the derivation. �

It is easy to verify the following.
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Corollary 3. Under the hypotheses of Theorem 4, let Lnorth ∈ CNT×(2M+1)

and Rnorth ∈ C(2M+1)×NS be dense matrices with

Lnorth(l,m) = e|αm|yleiαmxl for m 6= 0,

Lnorth(l, 0) = yl,

Rnorth(m, j) = e−|αm|y
′
j e−iαmx

′
j for m 6= 0,

Rnorth(0, j) = y′j .

(50)

Then

Pnorth
2 = Lnorth Dnorth Rnorth +O(ε),

where Dnorth = Dsouth.

Similar care needs to be taken when deriving the east and west formulas
in the limit β → 0.

Theorem 5. Let S = {sj | j = 1, . . . , NS}, q = (q1, . . . , qNS ), and T =
{tl | l = 1, . . . , NT } denote collections of source locations, charge strengths,
and targets in the unit cell C, with

∑NS
j=1 qj = 0. Given a precision ε,

let N1
q (d, η), N2

q (d, η) denote the number of points needed in the numer-
ical quadrature for the Kwest

1 and Kwest
2 kernels (see (52) and (53) be-

low), with weights and nodes {wn,1, λn,1} {wn,2, λn,2}, respectively. Let

Lwest1 ,Least1 ∈ CNT×N1
q , Lwest2 ,Least2 ∈ CNT×N2

q , Rwest
1 ,Reast

1 ∈ CN1
q×NS ,

Rwest
2 ,Reast

2 ∈ CN2
q×NS be dense matrices and let D

e/w
1 , Dwest

2 and Deast
2 be

diagonal matrices of dimension N1
q and N2

q , respectively, with

Lwest1 (l, n) = e−λn,1xleiλn,1yl , Lwest2 (l, n) = e−λn,2xleiλn,2yl ,

Least1 (l, n) = eλn,1xleiλn,1yl , Least2 (l, n) = eλn,2xleiλn,2yl ,

Rwest
1 (n, j) = eλn,1x

′
j e−iλn,1y

′
j , Rwest

2 (n, j) = eλn,2x
′
j e−iλn,2y

′
j ,

Reast
1 (n, j) = e−λn,1x

′
j e−iλn,1y

′
j , Reast

2 (n, j) = e−λn,2x
′
j e−iλn,2y

′
j ,

D
e/w
1 (n, n) =

1

2π

wn,1
λn,1

e−2λn,1d

1− e−λn,1d
,

Dwest
2 (n, n) =

1

2π

wn,2
λn,2

e−4λn,2d

1− e−λn,2d
[e−λn,2ξ+iλn,2η + eλn,2ξ−iλn,2η + 1],

(51)
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and Deast
2 = Dwest

2 . Let

Pwest
1 = Lwest1 D

e/w
1 Rwest

1 ,

Pwest
2 = Lwest2 Dwest

2 Rwest
2 .

Peast
1 = Least1 D

e/w
1 Reast

1 ,

Peast
2 = Least2 Deast

2 Reast
2 .

Then the real parts of the vectors

Pwest
1 q, Peast

1 q, Pwest2 q,Peast
2 q

denote the contributions from the west or east sources to the corresponding
periodizing potentials.

Proof. Focusing on the “west” sources, the formulas themselves follow di-
rectly from the modified Helmholtz case, letting β → 0 in (39) and applying
generalized Gaussian quadrature. As noted in Section 2.2.2, however, the
quadrature rule is now being used to evaluate an integral of the apparent
form ∫ ∞

0

e−λxeiλy

λ
M1(λ)

e−2λd

1− e−λd
dλ (52)

for the singly periodic case or∫ ∞
0

e−λxeiλy

λ
M1(λ)

e−4λd

1− e−λd
[e−λξ+iλη + eλξ−iλη + 1]dλ (53)

for the doubly periodic case. Since e−2λd

1−e−λd and e−4λd

1−e−λd are both of the order

O( 1
λ) as λ → 0, the integrals appear to be strongly singular, with a 1

λ2

singularity at the origin. However, in applying the periodizing operator, we
are limiting ourselves to charge neutral distributions, so that

M1(λ) =

NS∑
j=1

qje
λ(xj−iyj) = O(λ).

Moreover, in computing any physical quantity, such as the gradient of the
potential, a second factor of λ is introduced in the numerator and thus, the
generalized Gaussian quadrature rule is only being applied to integrals of
the form∫ ∞

0
e−λxeiλyM2(λ) dλ,

where M2(λ) is smooth. The analysis for the “east” sources is identical. �
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5. Periodizing operator for the modified Stokes equations

The modified Stokeslet is the fundamental solution to the modified Stokes
equations

(β2 −∆)u +∇p = 0

∇ · u = 0
(54)

and is given at t = (x, y) by

G(MS)(t) = (∇⊗∇−∆I)GMB(t) =

(
−∂yy ∂xy
∂xy −∂xx

)
GMB(t) (55)

where

GMB(t) = − 1

2πβ2
[K0(β|t|)− log(1/|t|)] . (56)

This is the fundamental solution for the modified biharmonic equation:

∆(∆− β2)GMB(t) = δ(t). (57)

Taking the Fourier transform of both sides yields the representation

GMB(t) =
1

4π2

∫ ∞
−∞

∫ ∞
−∞

1

(k2
1 + k2

2)(β2 + k2
1 + k2

2)
ei(k1x+k2y)dk1dk2. (58)

Substituting (58) into (55), we obtain the Fourier representation of the mod-
ified Stokeslet:

G
(MS)
ij (t) =

1

4π2

∫ ∞
−∞

∫ ∞
−∞

(k2
1 + k2

2)δij − kikj
(k2

1 + k2
2)(β2 + k2

1 + k2
2)
ei(k1x+k2y)dk1dk2. (59)

We now extend Sommerfeld’s method to derive a plane-wave expansion for
the modified Stokeslet (valid for x > 0) by contour integration in the k1

variable and the residue theorem.
For this, note that in the complex k1-plane, the integrand has four poles,

namely ±i
√
β2 + k2

2 and ±i|k2|. Under the assumption that x > 0, consider
the closed contour from −R to R along the real k1 axis and returning along
a semicircle of radius R in the upper half of the complex plane. The integral
along the semicircle clearly vanishes as R→∞, since

|eik1x| ≤ 1 ,
1

β2 +R2e2iθ + k2
2

→ 0 as R→∞
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and the remaining terms in the integrand are bounded by 2. From the
residue theorem, it follows that the integral is due to the residues at the two
poles i

√
β2 + k2

2 and i|k2| that lie within the contour, leading to:

G(MS)(t) =
1

4πβ2

∫ ∞
−∞

e−
√
β2+λ2x√

β2 + λ2
eiλy

[
−λ2 iλ

√
β2 + λ2

iλ
√
β2 + λ2 β2 + λ2

]
dλ

+
1

4πβ2

∫ ∞
−∞

e−|λ|x+iλy

[
|λ| −iλ
−iλ −|λ|

]
dλ, x > 0.

(60)

The plane-wave expansions for x < 0, y > 0, and y < 0 are obtained simi-
larly. Here, we have renamed the k2 Fourier variable as λ to be consistent
with our earlier notation.

5.1. Low rank factorization

The periodizing operators P1 and P2 can be constructed by the same
method as for the modified Helmholtz equation:

P1 = Pwest
1 + Peast

1 ,

P2 = Pwest
2 + Peast

2 + Psouth
2 + Pnorth

2 .
(61)

For a source to the “south”, we have

Ksouth
2 (t, sj) =

−2∑
n=−∞

∞∑
m=−∞

G(MS)(t− (s + lmn))

=
1

4πβ2

−2∑
n=−∞

∞∑
m=−∞


∫ ∞
−∞

e−
√
β2+λ2(y−y′j−nη)√
β2 + λ2

eiλ(x−x′j−md−nξ)

·

[
β2 + λ2 iλ

√
β2 + λ2

iλ
√
β2 + λ2 −λ2

]
dλ

+

∫ ∞
−∞

e−|λ|(y−y
′
j−nη)+iλ(x−x′j−md−nξ)

[
−|λ| −iλ
−iλ |λ|

]
dλ

}
.

(62)

Following the same procedure used for the modified Helmholtz equation
above, we obtain

Ksouth
2 (t, sj) =

1

2dβ2

∞∑
m=−∞

([
χm iαm

iαm −α2
m
χm

]
e−2Q

(β)
m

1− e−Q(β)
m

e−χm(y−y′j)+iαm(x−x′j)

+

[
−|αm| −iαm
−iαm |αm|

]
e−2Qm

1− e−Qm
e−|αm|(y−y

′
j)+iαm(x−x′j)

)
,
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(63)

where

Q(β)
m = χmη − iαmξ, Qm = |αm|η − iαmξ, (64)

with αm, χm given in (28). This establishes

Theorem 6. Let S = {sj | j = 1, . . . , NS} and T = {tl | l = 1, . . . , NT } de-
note collections of sources and targets in the unit cell C and let Psouth

2 denote
the NT ×NS block matrix with Psouth

2 (l, j) = Ksouth
2 (tl, sj). Given a preci-

sion ε, let M be given by (27). For m = −M. . . . ,M , let Q
(β)
m , Qm be given

by (64) and let αm, χm be given by (28). Let Lsouthβ ,Lsouth,Lnorthβ ,Lnorth ∈
C2NT×2(2M+1) and Rsouth

β ,Rsouth,Rnorth
β ,Rnorth ∈ C2(2M+1)×2NS be dense

NT × (2M + 1) and (2M + 1)×NS block matrices, respectively, with 2× 2
blocks, let Dsouth

β ,Dsouth,Dnorth
β ,Dnorth ∈ C2(2M+1)×2(2M+1) be (2M + 1)×

(2M + 1) block diagonal matrices with 2 × 2 diagonal blocks, let I2 denote
the identity matrix of size 2, and let

Lsouthβ (l,m) = e−χmyleiαmxlI2, Lnorthβ (l,m) = eχmyleiαmxlI2 ,

Lsouth(l,m) = e−|αm|yleiαmxlI2, Lnorth(l,m) = e|αm|yleiαmxlI2 ,

Rsouth
β (m, j) = eχmy

′
je−iαmx

′
jI2, Rnorth

β (m, j) = e−χmy
′
je−iαmx

′
jI2 ,

Rsouth(m, j) = e|αm|y
′
je−iαmx

′
jI2, Rnorth(m, j) = e−|αm|y

′
je−iαmx

′
jI2 ,

Dsouth
β (m,m) =

1

2β2d

e−2Q
(β)
m

1− e−Q(β)
m

(
χm iαm
iαm −α2

m/χm

)
, Dnorth

β (m,m) = Dsouth
β (m,m) ,

Dsouth(m,m) =
1

2β2d

e−2Qm

1− e−Qm

(
−|αm| −iαm
−iαm |αm|

)
, Dnorth(m,m) = Dsouth(m,m) .

(65)

Then

Psouth
2 = Lsouthβ Dsouth

β Rsouth
β + Lsouth Dsouth Rsouth +O(ε),

Pnorth
2 = Lnorthβ Dnorth

β Rnorth
β + Lnorth Dnorth Rnorth +O(ε).
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For the sources in image boxes to the “west”, we have

Kwest
1 (t, sj) =

−2∑
m=−∞

G(MS) (t− (sj + lm0))

=
1

4πβ2

{∫ ∞
−∞

e−
√
β2+λ2(x−x′j)eiλ(y−y′j)

·

[
− λ2√

β2+λ2
iλ

iλ
√
β2 + λ2

]
e−2
√
β2+λ2d

1− e−
√
β2+λ2d

dλ

+

∫ ∞
−∞

e−|λ|(x−x
′
j)+iλ(y−y′j)

·
[
|λ| −iλ
−iλ −|λ|

]
e−2|λ|d

1− e−|λ|d
dλ

}
,

Kwest
2 (t, sj) =

−4∑
m=−∞

1∑
n=−1

G(MS) (t− (sj + lmn))

=
1

4πβ2

1∑
n=−1

{∫ ∞
−∞

e−
√
β2+λ2(x−x′j−nξ)eiλ(y−y′j−nη)

·

[
− λ2√

β2+λ2
iλ

iλ
√
β2 + λ2

]
e−4
√
β2+λ2d

1− e−
√
β2+λ2d

dλ

+

∫ ∞
−∞

e−|λ|(x−x
′
j−nξ)+iλ(y−y′j−nη)

·
[
|λ| −iλ
−iλ −|λ|

]
e−4|λ|d

1− e−|λ|d
dλ

}
.

(66)

Theorem 7. Let S = {sj | j = 1, . . . , NS} and T = {tl | l = 1, . . . , NT } de-
note collections of sources and targets in the unit cell C and let Pwest

1 ,Pwest
2

denote the NT×NS block matrices with 2×2 blocks Pwest
1 (l, j) = Kwest

1 (tl, sj)
and Pwest

2 (l, j) = Kwest
2 (tl, sj). Given a precision ε, let N1

q (β, d, η), N1
q (0, d, η)

and N2
q (β, d, η), N2

q (0, d, η) denote the number of points needed in the numer-
ical quadratures for the two integrals in each of Kwest

1 (t, s) and Kwest
2 (t, s),

with weights and nodes {wn,β,1, λn,β,1}, {wn,0,1, λn,0,1}, {wn,β,2, λn,β,2}, and
{wn,0,2, λn,0,2}, respectively. Let Lwest1,β , Lwest1 , Lwest2,β , Lwest2 , Rwest

1,β , Rwest
1 ,
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Rwest
2,β , Rwest

2 be dense block matrices with 2× 2 blocks given by:

Lwest1,β (l, n) = e
−
√
λ2n,β,1+β2xleiλn,β,1ylI2 | l = 1, . . . , NT , n = 1, . . . , N1

q (β, d, η)

Lwest1 (l, n) = e−|λn,0,1|xleiλn,0,1ylI2 | l = 1, . . . , NT , n = 1, . . . , N1
q (0, d, η)

Lwest2,β (l, n) = e
−
√
λ2n,β,2+β2xleiλn,β,2ylI2 | l = 1, . . . , NT , n = 1, . . . , N2

q (β, d, η)

Lwest2 (l, n) = e−|λn,0,2|xleiλn,0,2ylI2 | l = 1, . . . , NT , n = 1, . . . , N2
q (0, d, η)

Rwest
1,β (n, j) = e

√
λ2n,β,1+β2x′je−iλn,β,1y

′
jI2 | n = 1, . . . , N1

q (β, d, η), j = 1, . . . , NS

Rwest
1 (n, j) = e|λn,0,1|x

′
je−iλn,0,1y

′
jI2 | n = 1, . . . , N1

q (0, d, η), j = 1, . . . , NS

Rwest
2,β (n, j) = e

√
λ2n,β,2+β2x′je−iλn,β,2y

′
jI2 | n = 1, . . . , N2

q (β, d, η), j = 1, . . . , NS

Rwest
2 (n, j) = e|λn,0,2|x

′
jeiλn,0,2y

′
jI2 | n = 1, . . . , N2

q (0, d, η), j = 1, . . . , NS ,

(67)

and let Dwest
1,β , Dwest

1 , Dwest
2,β , Dwest

2 be block diagonal matrices with 2 × 2
blocks given by:

Dwest
1,β (n, n) =

wn,β,1
4πβ2

e
−2
√
λ2n,β,1+β2d

1− e−
√
λ2n,β,1+β2d

− λ2n,1√
β2+λ2n,β,1

iλn,β,1

iλn,β,1
√
β2 + λ2

n,β,1

 ,
n = 1, . . . , N1

q (β, d, η)

Dwest
1 (n, n) =

wn,0,1
4πβ2

e−2|λn,0,1|d

1− e−|λn,0,1|d

[
|λn,0,1| −iλn,0,1
−iλn,0,1 −|λn,0,1|

]
,

n = 1, . . . , N1
q (0, d, η)

Dwest
2,β (n, n) =

wn,β,2
4πβ2

[e−
√
β2+λn,β,2ξ+iλn,β,2η + eλn,β,2ξ−iλn,β,2η + 1]·

e
−4
√
λ2n,β,2+β2d

1− e−
√
λ2n,β,2+β2d

−
λ2n,β,2√
β2+λ2n,β,2

iλn,β,2

iλn,β,2
√
β2 + λ2

n,β,2

 ,
n = 1, . . . , N2

q (β, d, η)

Dwest
2 (n, n) =

wn,0,2
4πβ2

[e−|λn,0,2|ξ+iλn,0,2η + e|λn,0.2|ξ−iλn,0.2η + 1]·

e−4|λn,0,2|d

1− e−|λn,0,2|d

[
|λn,0,1| −iλn,0,1
−iλn,0,1 −|λn,0,1|

]
, n = 1, . . . , N2

q (0, d, η).

(68)
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Let

Pwest
1 = Lwest1,β Dwest

1,β Rwest
1,β + Lwest1 Dwest

1 Rwest
1 ,

Pwest
2 = Lwest2,β Dwest

2,β Rwest
2,β + Lwest2 Dwest

2 Rwest
2 .

Then the real parts of the vectors

Pwest
1 q, Pwest

2 q

denote the contributions from the west sources to the corresponding periodiz-
ing potentials. The formulas for Peast

1 and Peast
2 are identical, except that

xl ↔ −xl and x′j ↔ −x′j in the various L(l, n) and R(n, j) blocks above and

that Deast
1,β = Dwest

1,β , Deast
1 = Dwest

1 , Deast
2,β = Dwest

2,β , Deast
2 = Dwest

2 .

5.2. Periodizing operator for the Stokes equations

While the Stokeslet, i.e., the Green’s function for the incompressible
Stokes flow, is given by the formula

G(S)(t) = − 1

4π

(
log |t| I− t⊗ t

|t|2

)
, (69)

a systematic way of computing the correct limit for the periodizing operators
is to let β → 0 in the various formulas for the modified Stokes equations,
invoking charge neutrality before taking the limit.

Theorem 8. Let S = {sj | j = 1, . . . , NS} and T = {tl | l = 1, . . . , NT }
denote collections of sources and targets in the unit cell C and let Psouth

2

denote the NT × NS block matrix which is the periodizing operator for all
“south” sources. Given a precision ε, let M be given by (27). With αm, Qm
given in (28) and (64), let Lsouth and Rsouth be defined as in (65) except
with

Lsouth(l, 0) =

(
yl 0
0 yl

)
Rsouth(0, j) =

(
y′j 0

0 y′j

)
.

(70)

Let Dsouth
a ,Dsouth

b ∈ C2(2M+1)×2(2M+1) be (2M + 1)× (2M + 1) block diag-
onal matrices with 2 × 2 diagonal blocks, and let DS ∈ C2NS×2NS , DT ∈
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C2NT×2NT be block diagonal matrices with 2× 2 diagonal blocks given by

Dsouth
a (m,m) =

1

4d

e−2Qm

1− e−Qm

(
1

|αm|

(
1 0
0 1

)
− 2− e−Qm

1− e−Qm
η

(
1 i sign(m)

i sign(m) −1

))
for m 6= 0

Dsouth
b (m,m) =

1

4d

e−2Qm

1− e−Qm

(
1 i sign(m)

i sign(m) −1

)
for m 6= 0

Dsouth
a (0, 0) = − 1

2dη

(
1 0
0 0

)
, Dsouth

b (0, 0) =

(
0 0
0 0

)
DS(j, j) =

(
y′j 0

0 y′j

)
DT (i, i) =

(
yi 0
0 yi

)
.

(71)

Then

Psouth
2 = Lsouth Dsouth

a Rsouth −DT Lsouth Dsouth
b Rsouth

+ Lsouth Dsouth
b Rsouth DS +O(ε) .

Proof. Consider first one of the terms in (63) corresponding to a mode m 6=
0. We will denote the limit as β → 0 by Ksouth

2 [m]. Using L’Hopital’s rule,
and taking the limit β → 0, it is straightforward to see that

Ksouth
2 [m](t, sj) = lim

β→0

1

2dβ2

([
χm iαm

iαm −α2
m
χm

]
e−2Q

(β)
m

1− e−Q(β)
m

e−χm(y−y′j)+iαm(x−x′j)

+

[
−|αm| −iαm
−iαm |αm|

]
e−2Qm

1− e−Qm
e−|αm|(y−y

′
j)+iαm(x−x′j)

)
=

1

4d

{
1

|αm|

[
1 0
0 1

]
−
(
y − y0 +

2− e−Qm
1− e−Qm

η

)[
1 i sign(m)

i sign(m) −1

]}
· e−2Qm

1− e−Qm
e−|αm|(y−y

′
j)+iαm(x−x′j).

(72)

It is easy to check that every column of Ksouth
2 [m] is divergence-free and

that every entry of Ksouth
2 [m] is biharmonic.

For the m = 0 term, we have

Ksouth
2 [0](t, sj) = lim

β→0

1

2dβ2

[
β 0
0 0

]
e−2βη

1− e−βη
e−β(y−y′j). (73)
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As we did for the Poisson equation, using charge neutrality and expanding
the exponential terms in a Taylor series, we obtain

Ksouth
2 [0](t, sj) = − 1

2dη

[
yy′j 0

0 0

]
. (74)

Combining (72) and (74), we obtain

Ksouth
2 (t, sj) =

∞∑
m=−∞

Ksouth
2 [m](t, sj)

= − 1

2dη

[
yy′j 0

0 0

]
+

1

4d

∞∑
m=−∞
m 6=0

{
1

|αm|

[
1 0
0 1

]

−
(
y − y′j +

2− e−Qm
1− e−Qm

η

)[
1 i sign(m)

i sign(m) −1

]}
· e−2Qm

1− e−Qm
e−|αm|(y−y

′
j)+iαm(x−x′j).

(75)

�

Remark 7. In an almost identical manner, we can show that

Knorth
2 (t, sj) = − 1

2dη

[
yy′j 0

0 0

]
+

1

4d

∞∑
m=−∞
m 6=0

{
1

|αm|

[
1 0
0 1

]

−

(
y − y′j −

2− e−Qm

1− e−Qm
η

)[
−1 i sign(m)

i sign(m) 1

]}

· e−2Qm

1− e−Qm
e|αm|(y−y

′
j)+iαm(x−x′j).

(76)

And the expression for Pnorth
2 can be derived similarly.

Taking the limit β → 0 for (66) and using charge neutrality, we likewise
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obtain the west part of the periodizing operator for the Stokeslet:

Kwest
1 (t, s) =

1

8π

∫ ∞
−∞

e−2|λ|d

1− e−|λ|d
e−|λ|(x−x

′)eiλ(y−y′) ·
{

1

|λ|

[
1 0
0 1

]
−

(
x− x′ + 2− e−|λ|d

1− e−|λ|d
d

)[
−1 i sign(λ)

i sign(λ) 1

]}
dλ,

Kwest
2 (t, s) =

1

8π

1∑
n=−1

∫ ∞
−∞

e−4|λ|d

1− e−|λ|d
e−|λ|(x−x

′−nξ)eiλ(y−y′−nη) ·
{

1

|λ|

[
1 0
0 1

]

−

(
x− x′ − nξ +

4− 3e−|λ|d

1− e−|λ|d
d

)[
−1 i sign(λ)

i sign(λ) 1

]}
dλ,

(77)

It is again easy to check that every column of Kwest
1 or Kwest

2 is divergence-
free and that every entry is biharmonic. The above representation yields
the following theorem.

Theorem 9. Let S = {sj | j = 1, . . . , NS} and T = {tl | l = 1, . . . , NT } de-
note collections of sources and targets in the unit cell C and let Pwest

1 ,Pwest
2

denote the NT×NS block matrices with 2×2 blocks Pwest
1 (l, j) = Kwest

1 (tl, sj)
and Pwest

2 (l, j) = Kwest
2 (tl, sj). Given a precision ε, let N1

q (d, η) and N2
q (d, η)

denote the number of points needed in the numerical quadratures for the in-
tegrals in Kwest

1 (t, s) and Kwest
2 (t, s), with weights and nodes {wn,0,1, λn,0,1},

{wn,0,2, λn,0,2}, respectively. Let Lwest1 , Lwest2 , Rwest
1 , Rwest

2 be dense block
matrices with 2×2 blocks given by (67), and let Dwest

1,a , Dwest
1,b , Dwest

2,a , Dwest
2,b
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be block diagonal matrices with 2× 2 blocks given by:

Dwest
1,a (n, n) =

wn,0,1
8π

e−2|λn,0,1|d

1− e−|λn,0,1|d

([
1/|λn,0,1| 0

0 1/|λn,0,1|

]

− 2− e−|λn,0,1|d

1− e−|λn,0,1|d
d

[
−1 i sign(λn,0,1)

i sign(λn,0,1) 1

])
,

Dwest
1,b (n, n) =

wn,0,1
8π

e−2|λn,0,1|d

1− e−|λn,0,1|d

[
−1 i sign(λn,0,1)

i sign(λn,0,1) 1

]
,

Dwest
2,a (n, n) =

wn,0,2
8π

e−4|λn,0,2|d

1− e−|λn,0,2|d

{
[e−|λn,0,2|ξ+iλn,0,2η + e|λn,0,2|ξ−iλn,0,2η + 1]×([

1/|λn,0,2| 0
0 1/|λn,0,2|

]
− 4− 3e−|λn,0,2|d

1− e−|λn,0,2|d
d

[
−1 i sign(λn,0,2)

i sign(λn,0,2) 1

])

− [e−|λn,0,2|ξ+iλn,0,2η − e|λn,0,2|ξ−iλn,0,2η] ξ
[

−1 i sign(λn,0,2)
i sign(λn,0,2) 1

]}

Dwest
2,b (n, n) =

wn,0,2
8π

e−4|λn,0,2|d

1− e−|λn,0,2|d
[e−|λn,0,2|ξ+iλn,0,2η + e|λn,0,2|ξ−iλn,0,2η + 1]×[
−1 i sign(λn,0,2)

i sign(λn,0,2) 1

]
.

(78)

Let

Pwest
1 = Lwest1 Dwest

1,a Rwest
1 −DTLwest1 Dwest

1,b Rwest
1 + Lwest1 Dwest

1,b Rwest
1 DS

Pwest
2 = Lwest2 Dwest

2,a Rwest
2 −DTLwest2 Dwest

2,b Rwest
2 + Lwest2 Dwest

2,b Rwest
2 DS .

Then the real parts of the vectors

Pwest
1 q, Pwest

2 q

denote the contributions from the west sources to the corresponding periodiz-
ing potentials.
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Remark 8. In an almost identical manner, we can show that

Keast
1 (t, s) =

1

8π

∫ ∞
−∞

e−2|λ|d

1− e−|λ|d
e|λ|(x−x

′)eiλ(y−y′) ·
{

1

|λ|

[
1 0
0 1

]
−

(
x− x′ − 2− e−|λ|d

1− e−|λ|d
d

)[
1 i sign(λ)

i sign(λ) −1

]}
dλ,

Keast
2 (t, s) =

1

8π

1∑
n=−1

∫ ∞
−∞

e−4|λ|d

1− e−|λ|d
e|λ|(x−x

′−nξ)eiλ(y−y′−nη) ·
{

1

|λ|

[
1 0
0 1

]

−

(
x− x′ − nξ − 4− 3e−|λ|d

1− e−|λ|d
d

)[
1 i sign(λ)

i sign(λ) −1

]}
dλ.

(79)

And the expressions for Peast
1 , Peast

2 can be derived similarly.

For both the modified Stokeslet and Stokeslet, the associated pressurelet
is given by:

p(t) =
1

2π

t

|t|2
=

1

2π
∇ log |t|. (80)

Thus, the periodizing operators for the pressurelet can be obtained by simply
differentiating those for the logarithmic kernel in Section 4, summarized in
the following two theorems.

Theorem 10. Let S = {sj | j = 1, . . . , NS} and T = {tl | l = 1, . . . , NT }
denote collections of sources and targets in the unit cell C and let Psouth

2

denote the NT × NS block matrix which is the periodizing operator for all
“south” sources for the pressure for both the modified Stokes and Stokes
equations. Given a precision ε, let M be given by (43). With αm, Qm given
in (44), let Lsouth,Lnorth ∈ CNT×(2M+1) and Rsouth,Rnorth ∈ C(2M+1)×2NS

be dense matrices and let

Dsouth,Dnorth ∈ C(2M+1)×(2M+1)
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be diagonal matrices with

Lsouth(l,m) = e−|αm|yleiαmxl , for m 6= 0,

Lnorth(l,m) = e|αm|yleiαmxl , for m 6= 0,

Lsouth(l, 0) = yl, Lnorth(l, 0) = yl,

Rsouth(m, j) = e|αm|y
′
j e−iαmx

′
j [iαm − |αm|] for m 6= 0,

Rnorth(m, j) = e−|αm|y
′
j e−iαmx

′
j [iαm |αm|] for m 6= 0,

Rsouth(0, j) = [0 1], Rnorth(0, j) = [0 1],

Dsouth(m,m) = − 1

4π|m|
e−2Qm

1− e−Qm
for m 6= 0

Dsouth(0, 0) =
1

2dη
, Dnorth = Dsouth.

(81)

Then

Psouth
2 = Lsouth Dsouth Rsouth +O(ε),

Pnorth
2 = Lnorth Dnorth Rnorth +O(ε).

(82)

Theorem 11. Under the hypotheses of Theorem 5, let Lwest1 ,Least1 ∈ CNT×N1
q ,

Lwest2 ,Least2 ∈ CNT×N2
q , be dense matrices and let D

e/w
1 , Dwest

2 and Deast
2 be

diagonal matrices of dimension N1
q and N2

q defined in (51). Let Rwest
1 ,Reast

1 ∈
CN1

q×2NS , Rwest
2 ,Reast

2 ∈ CN2
q×2NS be dense matrices with

Rwest
1 (n, j) = eλn,1x

′
j e−iλn,1y

′
j [λn,1 − iλn,1] ,

Rwest
2 (n, j) = eλn,2x

′
j e−iλn,2y

′
j [λn,2 − iλn,2] ,

Reast
1 (n, j) = e−λn,1x

′
j e−iλn,1y

′
j [−λn,1 − iλn,1] ,

Reast
2 (n, j) = e−λn,2x

′
j e−iλn,2y

′
j [−λn,2 − iλn,2] .

(83)

Let

Pwest
1 = Lwest1 D

e/w
1 Rwest

1 ,

Pwest
2 = Lwest2 Dwest

2 Rwest
2 .

Peast
1 = Least1 D

e/w
1 Reast

1 ,

Peast
2 = Least2 Deast

2 Reast
2 .

Then the real parts of the vectors

Pwest
1 q, Peast

1 q, Pwest2 q,Peast
2 q

denote the contributions from the west or east sources to the corresponding
periodizing pressures.
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6. Direct and NUFFT-accelerated methods for periodizing oper-
ators

The low-rank factorizations in the preceding sections provide a simple
fast algorithm for imposing periodic boundary conditions. It is easy to see
that applying the operators from right to left in expression of the form

Pq = LDRq

requires O(r(NS +NT )) work, where r is the rank of P (and the dimension
of D). Because the rank r grows linearly with the aspect ratio A = d/η, we
describe a more involved method which uses the NUFFT to achieve a com-
putational complexity of the order O(log(1/ε)(r log r+(NS+NT ) log(1/ε))).

Remark 9. In the singly periodic case, a fast algorithm is required when
the height of the unit cell is much greater than its width - that is, when
A = d/η � 1. Recall that in the doubly periodic case, we have defined the
orientation of the unit cell so that A > 1 and a fast algorithm is needed only
when A� 1.

Remark 10. We would like to emphasize that the NUFFT-accelerated
scheme has linear complexity in the number of sources and targets. This is
because for both type-I and type-II NUFFTs, the spreading cost for each
nonuniform point (the source or target in our algorithm) depends only on
the prescribed precision ε. The logarithmic factor in the complexity appears
only in the r log r factor, where r is the rank of the periodizing operator
P . This depends mainly on the aspect ratio of the unit cell, and weakly
on the kernel parameter in the Yukawa case, but is independent of NS and
NT . Furthermore, it is worth noting that for the two dimensional prob-
lems we study here, only NUFFTs in one dimension are required (in the
transverse direction which involves oscillatory exponentials). Finally, the
NUFFT-accelerated scheme is preferred even when r is not very large due
to the fact that it takes many flops to evaluate exponential functions.

6.1. NUFFT acceleration

To be concrete, we focus here on the matrix-vector products

c = Rsouth q, w = Dsouth c, u = Lsouth w

for the modified Hemholtz equation in Theorem 1, so that u = Psouthq
for a unit cell with large aspect ratio. Before turning to a general distri-
bution of sources, let us consider the case where all sources have the same
y-coordinate: S = {sj | j = 1, . . . , NS} with sj = (x′j , y).
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Focusing again on the “south” sources, we have c = Rsouthq with

cm = e−χmy
NS∑
j=1

eiαmxjqj .

This is a sum of precisely the form (19) and can be computed in O(r log r+
NS log(1/ε)) work using the NUFFT, where r = 2M+1 is the rank of Rsouth.

The next thing to notice is that the entries of Rsouth in the general case
involves non-oscillatory functions in the y-direction. In fact, if we define the
function f(y) = e−χy, and assume f(y) is given at Gauss-Legendre nodes
{y1, . . . , yMGL

}, then

e−χmy
′
j ≈

MGL∑
n=1

γ(y′j , n)e−χmyn ,

with spectral accuracy, where

γ(t, n) =

σn
t−yn∑MGL
`=1

σ`
t−y`

are the interpolation coefficients and the weights σ` are defined as in (22).
Thus, we may write

cm =

NS∑
j=1

e−χmy
′
jeiαmx

′
jqj

≈
NS∑
j=1

MGL∑
n=1

γ(y′j , n)e−χmyneiαmx
′
jqj

=

MGL∑
n=1

e−χmyn
NS∑
j=1

eiαmx
′
j [γ(y′j , n)qj ].

(84)

Thus, by carrying out a total of MGL applications of the NUFFT, we
can obtain c with O(MGL(2M + 1)) additional work (the outer loop in the
last equation of (84) carried out for each m).

The treatment of u = Lsouthw is nearly the same. Using the interpola-
tion formula

eχmyl ≈
MGL∑
n=1

γ(yl, n)eχmyn ,
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we have

ul =
M∑

m=−M
eχmyleiαmxlwm

≈
M∑

m=−M

MGL∑
n=1

γ(yl, n)eχmyneiαmxl

=

MGL∑
n=1

γ(yl, n)
M∑

m=−M
eiαmxj [wme

−χmyn ].

(85)

Again, by carrying out a total of MGL applications of the NUFFT, we
obtain u with O(MGLNT ) additional work (the outer loop in the last equa-
tion in (85), carried out for each l = 1, . . . , NT ). The reader will note that
the fast application of L is essentially that of computing the potential on
a sequence of horizontal lines in the unit cell, followed by interpolation in
the y-direction. Because it is the adjoint of the interpolation matrix that is
used in applying R, that dual process is sometimes called anterpolation.

The application of L and R for all of the operators described in the
preceding section is essentially the same, and illustrated in Figure 4.

It remains only to estimate the number of interpolation nodes needed,
addressed in the following theorem.

Theorem 12. Suppose that the Green’s function G(t, s) is real analytic for
t 6= s. Then, as a function of y (that is, the y-coordinate of the target point
t), the kernels Ksouth

2 (t, s), Knorth
2 (t, s) can be well approximated by their in-

terpolating polynomials pGL[Ksouth
2 ], pGL[Knorth

2 ] using Gauss-Legendre in-
terpolation nodes and the following error estimates hold:

‖Ksouth
2 (t, s)− pGL[Ksouth

2 ](t, s)‖ ≤ Cρ−MGL
0 ,

‖Knorth
2 (t, s)− pGL[Knorth

2 ](t, s)‖ ≤ Cρ−MGL
0 ,

(86)

for y ∈ [−η/2, η/2]. Here

ρ0 = 3 +
√

8 ≈ 5.828. (87)

The same estimates hold for the interpolation errors when both kernels are
approximated by interpolating polynomials using Gauss-Legendre interpola-
tion nodes for the y-coordinate of the source s, which we denote by y′, for
y′ ∈ [−η/2, η/2].
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η
MGL Gauss − Legendre

nodes

(−d /2,0) (d /2,0)

Figure 4: An illustration of the auxiliary grids used for the accelerated algorithm. Blue
diamonds represent source locations. We wrap points (red triangles) that fall outside the
rectangular box of dimenson d×η (centered at the unit cell center) to their corresponding
images within the rectangle. The blue circles are the MGL scaled Gauss-Legendre nodes on
[−η/2, η/2] with the same x-coordinates as the original sources themselves. In the first step
of the method, we use the adjoint of the one-dimensional interpolation matrix to create
fictitious sources whose x-coordinate is that of the original source but whose y-coordinate
is one of the MGL Gauss-Legendre nodes at a cost of O(NSMGL) work. The NUFFT then
provides a fast algorithm for computing Rsouthq at a cost of O (MGL · (r log r +NS))
work. Likewise, once c = DsouthRsouthq is obtained, the NUFFT can be used to evaluate
the potential on a tensor-product grid with x-coordinates corresponding to target locations
and y-coordinates given by the MGL Gauss-Legendre nodes. (wrapped to the rectangular
cell) at a cost of O (MGL · (r log r +NT )) work. Interpolation yields the field at the
desired target points at a cost of O(NTMGL) work.

Proof. We will only prove the target interpolation result for Ksouth
2 (t, s),

since the proofs of the other three cases are almost identical. By the defi-
nition of Ksouth

2 (t, s) in (25), all image sources are separated from the fun-
damental unit cell by at least one cell. That is, for any target t in the
fundamental unit cell with y ∈ [−η/2, η/2], the closest image source in the
infinite double sum is at −3η/2. Rescaling the interval [−η/2, η/2] to the
standard interval [−1, 1], we observe that as a function of ỹ = 2y/η, the clos-
est singularity of Ksouth

2 (t, s) is at −3. That is, the Bernstein ellipse with
foci at ±1 in this case has semi-major axis length is a = 3, from which we
determine the semi-minor axis length to be b =

√
a2 − c2 =

√
32 − 12 =

√
8.

The result follows from (23). �

Remark 11. As discussed in subsection 2.4, the constant C in (86) is equal
to ‖G‖∞ in the closed domain bounded by the Bernstein ellipse. Since
most Green’s functions are singular when t = s, ‖G‖∞ is unbounded on the
Bernstein ellipse. To make the error bound useful, it suffices to shrink the
Bernstein ellipse a little to make C finite. In practice, the convergence rate is
typically very close to what is stated in Theorem 12 and interpolation using
8 or 16 Legendre nodes leads to six or twelve digit accuracy, respectively.
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Figure 5: Timing results for the Yukawa kernel with β = 1. The unit cell is a rectangle of
aspect ratio equal to 100. N is the total number of sources and targets (i.e., NS = NT =
N). y-axis is the CPU time measured in seconds. Dashed lines are timing results of the
FMM, and solid lines are timing results of the periodizing part.

7. Numerical results

We have implemented the algorithms described in this paper in Fortran.
Our implementation uses the fmm2d library [1] for the free-space FMMs and
the finufft package [4, 5] for the NUFFTs. The code is complied using gfor-
tran 9.3.0 with -O3 option. The results shown in this section were obtained
on a single core of a laptop with Intel(R) 2.40GH i9-10885H CPU.

We first demonstrate the linear complexity of our new periodizing scheme.
Figures 5–7 show the timing results for the Yukawa kernel (with β = 1), the
Laplace kernel, and the Stokes kernel with various precribed precisions. The
unit cell is a rectangle with aspect ratio equal to 100. We observe that the
cost on the periodizing part is linear with respect to the number of sources
and targets in all cases, and is a small fraction of that of the FMM for
sources in the fundamental unit cell only.

We now present more detailed numerical experiments of our new scheme.
Table 1 shows the results for the modified Helmholtz kernel with precision
set to 10−12. 40, 000 source points are placed in the fundamental unit cell
with a uniform random distribution, with 500 equispaced target points on
each side of the unit cell to check the enforcement of periodic conditions. In
the table, A is the aspect ratio (Definition 2), tper is the time for applying
the periodizing operator, tFMM is the time for the FMM call with sources
in the near region N consisting of (2m0 + 1)× (2n0 + 1) copies of the unit
cell. n0 = 1 in the doubly periodic case and n0 = 0 in the singly periodic
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Figure 6: Timing results for the Laplace kernel. Same setup as in Figure 5.
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Figure 7: Timing results for the Stokes kernel. Same setup as in Figure 5.
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case. m0 = 1, 2, or 3, depending on the precise shape of the unit cell. ttotal

is the total computational time and t0FMM is the time required by the free-
space FMM, with sources restricted to the fundamental unit cell alone for
reference as a lower bound. All times are measured in seconds and the error
is the estimated relative l2 error in satisfying periodicity (i.e., the potential
difference between the right and left sides for the singly periodic case, and the
sum of potentials differences in both x and y for the doubly periodic case).
P1 and P2 denote the imposition of periodicty in one or two dimensions,
respectively. For the singly periodic case, m0 = 1. That is, the central 3
cells are include in the near region. For the doubly periodic case, m0 = 1
for the rectangular cell; m0 = 2 for the parallelogram with θ = π/3; and
m0 = 3 for the parallelogram with θ = π/6, where θ is the angle between
ê1 and ê2. The cost of the periodization step is insensitive to the geometry
of the unit cell, since we make use of acceleration with the NUFFT, and a
small fraction of the total cost. The FMM for sources in the near region
N is about one to four times more expensive than for the unit cell alone.
In our current implemnetation, we simply call the free-space FMM with all
near region sources but with targets restricted to the unit cell. A more
efficient code could be developed by taking advantage of the fact that the
sources in each image cells are identical, as are the corresponding hierarchy
of multipole moments. Minor modification of the FMM could reduce the
cost to being within a factor of two of the FMM cost for the unit cell alone.

Similar results hold for the other kernels. In Table 2 we show the timings
obtained for the Laplace kernel with precision ε = 10−9, and in Table 3, we
show the timings obtained for the Stokeslet with precision ε = 10−6. The
column headings have the same meaning as in Table 1.

8. Conclusions

Explicit, separable low-rank factorizations have been constructed for
the periodizing operator for particle interactions governed by the modified
Helmholtz, Poisson, modified Stokes, and Stokes equations in two dimen-
sions. The factorization is based on the Sommerfeld integral representation
of the Green’s function, which is readily available for the modified Helmholtz
and Poisson kernels, and can be derived more generally by Fourier analysis
and contour integration, as done here for the modified Stokeslet or Stokeslet.
In both the singly and doubly periodic cases, the ε-rank r of the periodizing
operator is shown to be of the order O (log(1/ε) (log(1/β) +A log(1/ε))),
where A is the aspect ratio of the fundamental unit cell. Here, β is the
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Table 1: Timing results of the periodic FMM for the modified Helmholtz kernel with β = 1
and 40, 000 sources in the unit cell. The requested precision is ε = 10−12.

A tper tFMM ttotal t
0
FMM Error

P1 : rectangle

1 0.08 1.78 1.87 1.78 1.2 ×10−13

10 0.08 1.95 2.03 1.61 6.9 ×10−15

100 0.12 2.19 2.30 1.37 8.6 ×10−16

1000 0.48 2.88 3.36 1.35 1.6 ×10−15

P2 : rectangle

1 0.18 2.45 2.63 1.69 3.1 ×10−14

10 0.17 2.48 2.65 1.62 4.4 ×10−15

100 0.17 3.70 3.87 1.39 4.9 ×10−16

1000 0.19 3.72 3.91 1.36 4.8 ×10−16

P2 : parallelogram with θ = π/3

2 0.18 3.40 3.59 1.82 2.0 ×10−13

10 0.17 3.45 3.63 1.78 3.5 ×10−13

100 0.17 4.24 4.42 1.39 1.2 ×10−13

1000 0.19 3.84 4.03 1.36 4.5 ×10−13

P2 : parallelogram with θ = π/6

2 0.18 4.18 4.37 1.53 1.7 ×10−13

10 0.17 3.30 3.48 1.95 1.5 ×10−13

100 0.17 4.25 4.42 1.38 3.2 ×10−13

1000 0.22 3.95 4.18 1.36 2.6 ×10−13

parameter that defines the modified Helmholtz and modified Stokes kernels.
For the Poisson and Stokes kernels, the factor log(1/β) disappears.

Our factorization leads to a simple fast algorithm for the action of the
periodizing operators with O(r(NT+NS)) complexity - linear with respect to
the number of targets and sources. When r is large, a more complicated fast
algorithm, relying on the NUFFT, can be used to further speed up the calcu-
lation, reducing the complexity to O(log(1/ε)(r log r+(NT +NS) log(1/ε))).

There are several natural extensions or generalizations of the current
work. First, the scheme can easily be extended to treat nonoscillatory ker-
nels in three dimensions. Second, there is no essential obstacle to extending
the scheme to treat oscillatory problems (such as the Helmholtz or Maxwell
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Table 2: Timing results of the periodic FMM for the Laplace kernel with 40, 000 sources
in the unit cell and a requested precision of ε = 10−9.

A tper tFMM ttotal t
0
FMM Error

P1 : rectangle

1 0.06 0.56 0.62 0.64 1.0 ×10−10

10 0.07 0.83 0.90 0.66 9.8 ×10−12

100 0.08 0.64 0.73 0.44 2.1 ×10−13

1000 0.23 1.02 1.25 0.40 1.5 ×10−13

P2 : rectangle

1 0.14 1.03 1.17 0.54 1.1 ×10−11

10 0.12 0.81 0.93 0.66 6.3 ×10−12

100 0.12 1.14 1.27 0.44 1.3 ×10−12

1000 0.13 1.48 1.61 0.40 5.2 ×10−14

P2 : parallelogram with θ = π/3

2 0.14 1.13 1.27 0.65 2.6 ×10−11

10 0.12 1.17 1.29 0.72 1.3 ×10−10

100 0.12 1.64 1.77 0.44 3.1 ×10−10

1000 0.13 1.29 1.42 0.40 2.4 ×10−10

P2 : parallelogram with θ = π/6

2 0.13 1.76 1.90 0.46 2.0 ×10−11

10 0.13 1.11 1.24 0.62 2.3 ×10−10

100 0.12 1.66 1.78 0.45 6.0 ×10−11

1000 0.13 1.28 1.42 0.40 3.4 ×10−10

equations) in two and three dimensions. The various sums and integrals,
however, must be treated with more care, as they are conditionally con-
vergent, permit “quasi-periodic” boundary conditions and are subject to
resonances (Wood anomalies) [2, 3, 12, 13, 17, 34]. Third, the scheme can
be coupled with integral equation methods and the fast multipole method
to solve periodic boundary value problems when the unit cell contains inclu-
sions of complicated shape. Finally, more efficient versions of the FMM can
be deployed to reduce the cost of handling the near region copies of the unit
cell, as in the periodic version of the original scheme [23]. This would bring
into closer alignment the time tFMM and t0FMM in Tables 1 to 3. For multi-
ple scattering problems with singly or doubly periodic boundary conditions,
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Table 3: Timing results of the periodic FMM for the Stokeslet with 40, 000 sources in the
unit cell and a requested precision of ε = 10−6.

A tper tFMM ttotal t
0
FMM Error

P1 : rectangle

1 0.09 1.05 1.14 0.81 1.9 ×10−7

10 0.07 1.17 1.24 0.94 1.2 ×10−7

100 0.08 1.09 1.18 0.78 1.6 ×10−9

1000 0.19 1.31 1.50 0.69 3.9 ×10−11

P2 : rectangle

1 0.25 1.63 1.89 0.69 2.1 ×10−8

10 0.24 1.31 1.55 0.94 5.3 ×10−8

100 0.23 1.42 1.65 0.79 7.3 ×10−9

1000 0.24 2.30 2.55 0.69 1.2 ×10−10

P2 : parallelogram with θ = π/3

2 0.25 1.50 1.75 0.78 3.5 ×10−8

10 0.24 1.55 1.80 0.88 1.9 ×10−7

100 0.24 2.30 2.55 0.80 5.7 ×10−7

1000 0.25 2.31 2.56 0.69 3.9 ×10−7

P2 : parallelogram with θ = π/6

2 0.25 2.24 2.50 0.88 7.2 ×10−8

10 0.24 1.58 1.83 0.77 4.7 ×10−7

100 0.24 2.29 2.53 0.82 3.2 ×10−7

1000 0.25 2.27 2.52 0.68 6.1 ×10−7

where the far field of a scatterer is represented by a multipole expansion,
the periodic scattering matrix can be constructed via simple modifications of
the algorithms in [20, 21]. This requires periodizing operators for multipole
sources, which are presented in the appendices of the present paper.
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Appendix A. Rotated plane-wave expansions for the east and
west parts of the doubly periodic periodizing op-
erators

In the analysis and implementation of the present paper, we have relied
on plane-wave expansions that decay in x: either for x > 0 (the west part)
or for x < 0 (the east part). Simple geometric considerations led to the
conclusion that we may need to exclude the central 7× 3 copies of the unit
cell. For non-rectangualr unit cells, it is actually more efficient to align the
decay direction in the plane-wave expansion with ê⊥2 - that is, orthogonal
to the ê2 direction. We illustrate the corresponding algorithm in the case of
the modified Helmholtz kernel. Consider the coordinate transformation(

x̃
ỹ

)
=

(
cos θ − sin θ
sin θ cos θ

)(
x
y

)
. (A.1)

In complex notation, this is equivalent to

x̃+ iỹ = eiθ(x+ iy). (A.2)

Let us also write

ξ̃ + η̃ = eiθ(ξ + iη), d̃x + id̃y = deiθ. (A.3)

For the west part, if the plane-wave expansion along the x̃ direction is used,
we have

Kwest
2 (t, s) =

1

2π

−(m0+1)∑
m=−∞

1∑
n=−1

K0 (t, s + lmn)

=

−(m0+1)∑
m=−∞

1∑
n=−1

∫ ∞
−∞

e−
√
λ2+β2(x̃−x̃′−md̃x−nξ̃)

4π
√
λ2 + β2

· eiλ(ỹ−ỹ′−md̃y−nη̃)dλ

=
1∑

n=−1

∫ ∞
−∞

e−
√
λ2+β2(x̃−x̃′−nξ̃)

4π
√
λ2 + β2

· eiλ(ỹ−ỹ′−nη̃) e
−(m0+1)

(√
λ2+β2d̃x−iλd̃y

)
1− e−

(√
λ2+β2d̃x−iλd̃y

) dλ.

(A.4)

It is now clear that if we choose ex̃ = ê⊥2 - that is, we choose θ such that
ξ̃ = 0 and d̃x > 0, then m0 = 1 is sufficient to ensure that the decaying

exponential in the integrand decays at least as fast as e−
√
λ2+β2d̃x . Thus,
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Figure A.8: New direction of the plane-wave expansion for the west part. In the main
text, we have chosen the plane-wave expansions along the coordinate axes for all four
parts. The advantage is that the east and west parts of the doubly periodic periodizing
operators can be discretized via efficient precomputed generalized Gaussian quadrature.
But the worst case requires the exclusion of the center 7 × 3 cells from the periodizing
operators. If we choose the plane-wave expansion along the x̃-axis, then one only needs
to exclude the center 3× 3 cells from the doubly periodic periodizing operators. But the
number of plane waves may increase if the angle between ê1 and ê2 is very small and |ê2|
is very close to |ê1|.

one only needs to exclude the center 3 × 3 cells from the periodizing oper-
ator rather than the larger near region we have used above. The integrand
could still be highly oscillatory, so that an effective high-order quadrature
is needed, just as in singly periodic case.

Appendix B. Periodizing operators for the modified Helmholtz
equation with multipole sources

The multipole of order l for the modified Helmholtz multipole is defined
by Kl(βr)e

ilθ, where Kl the modified Bessel function of the second kind
of order l. The following lemma describes the corresponding plane-wave
expansions for the far-field contributions of the periodizing operators.

Lemma 1. For the standard unit cell C discussed in the main text, let
Ksouth

2 , Knorth
2 , Kwest

2 , Keast
2 denote the far-field parts of the periodizing

operator for a multipole source of order l governed by the modified Helmholtz
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equation subject to doubly periodic boundary conditions. That is,

Ksouth
2 (t, s) =

−2∑
n=−∞

∞∑
m=−∞

Kl(t, s + lmn)eilθmn ,

Knorth
2 (t, s) =

∞∑
n=2

∞∑
m=−∞

Kl(t, s + lmn)eilθmn ,

Kwest
2 (t, s) =

1∑
n=−1

−4∑
m=−∞

Kl(t, s + lmn)eilθmn ,

Keast
2 (t, s) =

1∑
n=−1

∞∑
m=4

Kl(t, s + lmn)eilθmn .

(B.1)

Let αm, χm and Qm be given by (28). Then

Ksouth
2 (t, s) =

πil

d

∞∑
m=−∞

(
β

χm + αm

)l 1

χm
e−χm(y−y′)+iαm(x−x′) e−2Qm

1− e−Qm
,

Knorth
2 (t, s) =

π(−i)l

d

∞∑
m=−∞

(
χm + αm

β

)l 1

χm
eχm(y−y′)+iαm(x−x′) e−2Qm

1− e−Qm
,

Kwest
2 (t, s) =

1

2βl

1∑
n=−1

∫ ∞
−∞

(√
λ2 + β2 + λ

)l e−√λ2+β2(x−x′−nξ)√
λ2 + β2

· eiλ(y−y′−nη) e−4
√
λ2+β2d

1− e−
√
λ2+β2d

dλ ,

Keast
2 (t, s) =

(−1)l

2βl

1∑
n=−1

∫ ∞
−∞

(√
λ2 + β2 − λ

)l e√λ2+β2(x−x′−nξ)√
λ2 + β2

· eiλ(y−y′−nη) e−4
√
λ2+β2d

1− e−
√
λ2+β2d

dλ .

(B.2)
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Similarly, for the singly periodic case,

Kwest
1 (t, s) =

−2∑
m=−∞

Kl(t, s + (md, 0))eilθm0 ,

=
1

2βl

∫ ∞
−∞

(√
λ2 + β2 + λ

)l e−√λ2+β2(x−x′)√
λ2 + β2

· eiλ(y−y′) e−2
√
λ2+β2d

1− e−
√
λ2+β2d

dλ ,

Keast
1 (t, s) =

∞∑
m=2

Kl(t, s + (md, 0))eilθm0

=
(−1)l

2βl

∫ ∞
−∞

(√
λ2 + β2 − λ

)l e√λ2+β2(x−x′)√
λ2 + β2

· eiλ(y−y′) e−2
√
λ2+β2d

1− e−
√
λ2+β2d

dλ .

(B.3)

The preceding result yields the following low-rank decompositions for
the periodizing operators.

Lemma 2. Under the hypotheses of Theorem 1 and Theorem 3, let

Lsouth,Lnorth ∈ CNT×(2M+1)

and Rsouth,Rnorth ∈ C(2M+1)×NS be dense matrices defined in (29) and

(36), and let Lwest1 ∈ CNT×2N1
q , Lwest2 ∈ CNT×2N2

q , Rwest
1 ∈ C2N1

q×NS ,

Rwest
2 ∈ C2N2

q×NS be dense matrices defined in (40). Furthermore, let
Dsouth,Dnorth ∈ C(2M+1)×(2M+1) be diagonal matrices with

Dsouth(m,m) =
πil

d

(
β

χm + αm

)l 1

χm

e−2Qm

1− e−Qm
,

Dnorth(m,m) =
π(−i)l

d

(
χm + αm

β

)l 1

χm

e−2Qm

1− e−Qm
,

(B.4)

and let Dwest
1 ,Deast

1 , and Dwest
2 , Deast

2 be diagonal matrices of dimension
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2N1
q and 2N2

q , respectively, with

Dwest
1 (n, n) =

1

2βl

(√
λ2
n,1 + β2 + λn,1

)l wn,1√
λ2
n,1 + β2

e
−2
√
λ2n,1+β2d

1− e−
√
λ2n,1+β2d

,

Deast
1 (n, n) =

(−1)l

2βl

(√
λ2
n,1 + β2 − λn,1

)l wn,1√
λ2
n,1 + β2

e
−2
√
λ2n,1+β2d

1− e−
√
λ2n,1+β2d

,

Dwest
2 (n, n) =

1

2βl

(√
λ2
n,2 + β2 + λn,2

)l wn,2√
λ2
n,2 + β2

e
−4
√
λ2n,2+β2d

1− e−
√
λ2n,2+β2d

· [e−
√
λ2n,2+β2ξ+iλn,2η + e

√
λ2n,2+β2ξ−iλn,2η + 1] ,

Deast
2 (n, n) =

(−1)l

2βl

(√
λ2
n,2 + β2 − λn,2

)l wn,2√
λ2
n,2 + β2

e
−4
√
λ2n,2+β2d

1− e−
√
λ2n,2+β2d

· [e−
√
λ2n,2+β2ξ−iλn,2η + e

√
λ2n,2+β2ξ+iλn,2η + 1] ,

(B.5)

where λ−n,1 = −λn,1 for n = 1, . . . , N1
q , and λ−n,2 = −λn,2 for n =

1, . . . , N2
q . Then, the periodizing operators for the modified Helmholtz mul-

tipole of order l are given by

Psouth
2 = Lsouth Dsouth Rsouth +O(ε),

Pnorth
2 = Lnorth Dnorth Rnorth +O(ε),

Pwest
2 = Lwest2 Dwest

2 Rwest
2 +O(ε),

Peast
2 = Least2 Deast

2 Reast
2 +O(ε),

Pwest
1 = Lwest1 Dwest

1 Rwest
1 +O(ε),

Peast
1 = Least1 Deast

1 Reast
1 +O(ε).

(B.6)

Appendix C. Periodizing operators for the Laplace equation with
multipole sources

In two dimensions, using complex variables notation, the Laplace mul-
tipole of order l is simply 1/zl. Here we identify t with z = x + iy, s
with z′ = x′ + iy′, ê1 with e1 = d, ê2 with e2 = ξ + iη, and lmn with
zmn = m · e1 + n · e2. The following lemma contains the plane-wave expan-
sions for the far-field parts of the corresponding periodic kernels.
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Lemma 3. For the standard unit cell C discussed in the main text, let
Ksouth

2 , Knorth
2 , Kwest

2 , Keast
2 denote the far-field parts of the periodizing

operator for a multipole source of order l governed by the Laplace equation
subject to doubly periodic boundary conditions. That is,

Ksouth
2 (t, s) =

−2∑
n=−∞

∞∑
m=−∞

1

(z − z′ − zmn)l
,

Knorth
2 (t, s) =

∞∑
n=2

∞∑
m=−∞

1

(z − z′ − zmn)l
,

Kwest
2 (t, s) =

1∑
n=−1

−4∑
m=−∞

1

(z − z′ − zmn)l
,

Keast
2 (t, s) =

1∑
n=−1

∞∑
m=4

1

(z − z′ − zmn)l
.

(C.1)

Let Qm = 2πm(η − iξ)/d. Then

Ksouth
2 (t, s) =

(−2πi)l

(l − 1)!dl

∞∑
m=1

ml−1ei
2πm
d

(z−z′) e−2Qm

1− e−Qm
+ δl1

πi

dη
y,

Knorth
2 (t, s) =

(2πi)l

(l − 1)!dl

∞∑
m=1

ml−1e−i
2πm
d

(z−z′) e−2Qm

1− e−Qm
+ δl1

πi

dη
y,

Kwest
2 (t, s) =

1

(l − 1)!

∫ ∞
0

λl−1
(

1 + eλ·e2 + e−λ·e2
)
e−λ(z−z′) e−4λd

1− e−λd
dλ,

Keast
2 (t, s) =

(−1)l

(l − 1)!

∫ ∞
0

λl−1
(

1 + eλ·e2 + e−λ·e2
)
eλ(z−z′) e−4λd

1− e−λd
dλ.

(C.2)

Similarly, for the singly periodic case,

Kwest
1 (t, s) =

−2∑
m=−∞

1

(z − z′ − zmn)l

=
1

(l − 1)!

∫ ∞
0

λl−1e−λ(z−z′) e−2λd

1− e−λd
dλ,

Keast
1 (t, s) =

∞∑
m=2

1

(z − z′ − zmn)l

=
(−1)l

(l − 1)!

∫ ∞
0

λl−1eλ(z−z′) e−2λd

1− e−λd
dλ.

(C.3)
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The derivation of the associated periodizing operators is straightforward
and omitted. Note that the integrals in (C.2) and (C.3) diverge at the
origin when l = 1, but the divergence is compensated for in the associated
periodizing operators under the assumption of charge neutrality.

Appendix D. Periodizing operators for the Stokes stresslet

The stresslet for the Stokes equation is defined by the formula

T
(S)
ijk (t, s) =

∂G
(S)
ij (t, s)

∂xk
+
∂G

(S)
jk (t, s)

∂xi
− pj(t, s)δjk, (D.1)

where G
(S)
ij is the ij-th component of the Stokeslet in (69), pj is the jth

component of the pressurelet in (80), and the partial derivatives are with
respect to the source point s. It is inconvenient to write down the periodizing
operators for the stresslet due to its tensor structure. In practice, it is often
combined with a vector n to form the kernel of the double layer potential
operator or its adjoint operator, when n = (n1, n2) is the unit normal vector
at the source point s or the target point t, respectively. Thus, we will
write down the periodizing operators for the kernel D(S) of the double layer

potential operator defined by the formula D
(S)
ij = T

(S)
jik nk instead.

Lemma 4. For the standard unit cell C discussed in the main text, let
Ksouth

2 , Knorth
2 , Kwest

2 , Keast
2 denote the far-field parts of the periodizing

operator for the kernel of the Stokes double layer potential subject to doubly
periodic boundary conditions. That is,

Ksouth
2 (t, s) =

−2∑
n=−∞

∞∑
m=−∞

D(S)(t, s + lmn),

Knorth
2 (t, s) =

∞∑
n=2

∞∑
m=−∞

D(S)(t, s + lmn),

Kwest
2 (t, s) =

1∑
n=−1

−4∑
m=−∞

D(S)(t, s + lmn),

Keast
2 (t, s) =

1∑
n=−1

∞∑
m=4

D(S)(t, s + lmn).

(D.2)
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Let αm = 2πm/d and Qm = 2πm(η − iξ)/d. Then

Ksouth
2 (t, s) =

y

2dη

[
n2 n1

n1 n2

]
+

1

2d

∞∑
m=−∞
m 6=0

{[
2i sign(m)n1 − n2 −n1

−n1 −n2

]

−(iαmn1 − |αm|n2)

(
y − y′ + 2− e−Qm

1− e−Qm
η

)[
1 i sign(m)

i sign(m) −1

]}
· e−2Qm

1− e−Qm
e−|αm|(y−y

′)+iαm(x−x′),

Knorth
2 (t, s) =

y

2dη

[
n2 n1

n1 n2

]
+

1

2d

∞∑
m=−∞
m 6=0

{[
2i sign(m)n1 + n2 n1

n1 n2

]

−(iαmn1 + |αm|n2)

(
y − y′ − 2− e−Qm

1− e−Qm
η

)[
−1 i sign(m)

i sign(m) 1

]}

· e−2Qm

1− e−Qm
e|αm|(y−y

′)+iαm(x−x′),

(D.3)

Kwest
2 (t, s) =

1

4π

1∑
n=−1

∫ ∞
−∞

e−4|λ|d

1− e−|λ|d
e−|λ|(x−x

′−nξ)eiλ(y−y′−nη) ·
{[
−n1 −n2

−n2 −n1 + 2i sign(λ)n2

]

−(−|λ|n1 + iλn2)

(
x− x′ − nξ +

4− 3e−|λ|d

1− e−|λ|d
d

)[
−1 i sign(λ)

i sign(λ) 1

]}
dλ,

Keast
2 (t, s) =

1

4π

1∑
n=−1

∫ ∞
−∞

e−4|λ|d

1− e−|λ|d
e|λ|(x−x

′−nξ)eiλ(y−y′−nη) ·
{[
n1 n2

n2 n1 + 2i sign(λ)n2

]

−(|λ|n1 + iλn2)

(
x− x′ − nξ − 4− 3e−|λ|d

1− e−|λ|d
d

)[
1 i sign(λ)

i sign(λ) −1

]}
dλ.

(D.4)
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Similarly, for singly periodic case,

Kwest
1 (t, s) =

−2∑
m=−∞

D(S)(t, s + lm0),

=
1

4π

∫ ∞
−∞

e−2|λ|d

1− e−|λ|d
e−|λ|(x−x

′)eiλ(y−y′) ·
{[
−n1 −n2

−n2 −n1 + 2i sign(λ)n2

]
−(−|λ|n1 + iλn2)

(
x− x′ + 2− e−|λ|d

1− e−|λ|d
d

)[
−1 i sign(λ)

i sign(λ) 1

]}
dλ,

Keast
1 (t, s) =

∞∑
m=2

D(S)(t, s + lm0),

=
1

4π

∫ ∞
−∞

e−2|λ|d

1− e−|λ|d
e|λ|(x−x

′)eiλ(y−y′) ·
{[
n1 n2

n2 n1 + 2i sign(λ)n2

]
−(|λ|n1 + iλn2)

(
x− x′ − 2− e−|λ|d

1− e−|λ|d
d

)[
1 i sign(λ)

i sign(λ) −1

]}
dλ.

(D.5)
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